
 

 

Comparison of Electromagnetic Data With 

Irregular or Discontinuous Surfaces Using the 

Feature Selective Validation Method 

 

Amruthavarshini Subburaya Bharathi  

P16210886 

 

Faculty of Computing, Engineering and Media 

May 2022 

 

A thesis submitted in fulfilment of the Universityôs requirements  

for the Degree of Doctor of Philosophy 

 

Under the supervision of 

Prof. Alistair Duffy  

 



 

Comparison of Electromagnetic data with irregular or discontinuous surfaces using the Feature 

Selective Validation method  
Amruthavarshini Subburaya Bharathi ï PhD Thesis  

AUTHORôS DECLARATION  

To the best of my knowledge, I confirm that the work in this thesis is my original work 

undertaken for the degree of PhD in the Faculty of CEM, De Montfort University. I confirm 

that no material of this thesis has been submitted for any other degree or qualification at any 

other university.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Amruthavarshini Subburaya Bharathi 

Leicester 

May 2022 

 

 

 

 



   

Comparison of Electromagnetic data with irregular or discontinuous surfaces using the Feature 

Selective Validation method  
Amruthavarshini Subburaya Bharathi ï PhD Thesis  
 

ABSTRACT 

In the field of Computational Electromagnetics, validation is a formal process to ensure the 

expected behaviour of the model. The Feature Selective Validation (FSV) method was 

originally developed to aid the validation of computational electromagnetics, and particularly 

electromagnetic compatibility (EMC). Since then, it has been adopted by the IEEE Standard 

for Validation of Computational Electromagnetics Computer Modelling and Simulations 

1597.1 and used in a variety of other applications. The FSV method quantifies the difference 

between two sets of original data using a reliability function based on the decomposition of the 

data into a number of component parts that are then combined using a weighted scheme, giving 

a number of presentations of the comparison data. From the literature review, it is identified 

that the FSV method has been applied for various structured data like the S-parameter, radiation 

pattern, efficiency, and gain of an antenna. Since the original development of the FSV in the 

field of computational electromagnetics, more complex data like surface current, electric, and 

magnetic field outputs from Ultra High Frequency (UHF) devices are represented in 2- (or 

higher) dimensional image formats with irregular shapes, which are non-rectangular structures 

including features such as spaces or gaps within the device structure. However, performing 

FSV on such image data is challenging, particularly to avoid non-contributing spaces or voids 

in the image structure dominating the comparison results. This thesis discusses in detail a 

methodology developed to perform 2-Dimensional FSV on 2-Dimensional regular (rectangular 

and square) shaped images by segmenting the image into multiple blocks. In each block, 2-

Dimensional FSV is performed separately, and then the outputs from the segmented blocks are 

concatenated to form the original 2-Dimensional image. Finally, the FSV outputs from the  

segmented approach are compared with the FSV outputs obtained from the original (full) 

structure, and the results are analysed using a non-parametric statistical test, which shows that 

the approach leads to results that support the proposed solution of comparison by segmentation 

and recombination. The proposed method is demonstrated on regular and irregular images to 

allow a detailed analysis. 
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Validation in general is the process to ensure the expected behaviour of the modelling 

technique in the field of Computational electromagnetics (CEM). The Feature Selective 

Validation (FSV) technique was originally developed to aid the validation in Computational 

Electromagnetics (CEM). It majorly focuses on applications in Electromagnetic compatibility 

(EMC). From then, the application of FSV became the major element in EMC and it was 

considered as the recommended validation technique for CEM in IEEE Standard 1597.1 for 

Validation of Computational Electromagnetics Computer Modelling and Simulations [1] [2].   

The FSV method was developed to aid visual evaluation technique in EMC. The FSV technique 

decomposes the original EMC data sets into two major components namely, Amplitude 

Difference Measure (ADM)  and Feature Difference Measure (FDM). The ADM measures the 

slow-moving trend of the EMC data sets. On the other hand, the FDM measures the consistency 

of rapidly varying features of the EMC data sets. The Global Difference Measure (GDM) is 

determined by combining the ADM and FDM which measures the overall goodness of fit 

between the data sets. Therefore, The FSV technique is an experimental process which 

quantifies the difference between two set of EMC data into several components using weighted 

sum approach and then combining the data into several metrics. In FSV method, detailed 

analysis of the data is reviewed by point-by point basis on their individual feature or trend [2] 

[3].  

Since the original development of the FSV method, more complex data in EMC such as  surface 

current outputs from Ultra High Frequency (UHF) devices with space or gap within the device 

structure is available to be compared. Performing 2-Dimensional FSV on Electric and Magnetic 

field data represented in 2-Dimensional image format are challenging because the gaps could 

dominate the overall comparison if those óvoidsô were included in the comparison itself.  

Similarly, some of these structures contain small, fine details that can be studied alone as well 

as part of the overall structure. Figure 1 represents one such example of an Simulated surface 

current distribution of On-skin passive UHF RFID tag [4]. 

 

 

 

 

 

Gaps/space in 

data  

Figure 1: Simulated surface current distribution of On-skin 

passive UHF RFID tag [4] 
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For the reason that a gap or space in an image does not represent any data points of a device 

structure, a masking approach is chosen to overlay the gap with a binary mask image 

(containing zero and non-zero values) to perform FSV for the full device structure [6] [7]. 

Although the masking approach appears to be simple and straightforward, it fails from certain 

drawbacks which are discussed in Chapter 4, Section 4.3. 

To overcome the drawback of the masking approach, a simple manual block-based 

segmentation method was developed to compare device structures with gaps or spaces [8]. In 

this process, an input image is segmented into non-overlapping blocks of pixels, and FSV for 

each segmented block is performed to compare the feature and trend of segmented blocks and 

subsequent recombination. 

To ensure that the segmentation and subsequent recombination do not produce comparison data 

that has been affected by the process; two approaches are developed to perform 2-D FSV for 

such input images. The first approach performs 2-D FSV on the original full structure of the 

input images. While the second approach is accomplished by segmenting the 2-D image into 

multiple regular 2-D blocks and then performing 2-D FSV on each block individually. The 

original 2-D image is then created by concatenating the 2-D FSV outputs from the segmented 

blocks. Finally, approach 2 (segmented approach) FSV outputs are compared with approach 1 

(full structure) FSV outputs, and the findings are analysed. 

This 2-Dimensional FSV approach developed to process image with gaps or spaces within the 

image structure are discussed and explained in detailed in this thesis. Equally, the development, 

enhancement, criticism and challenges of the FSV method are also analysed in this thesis [5]. 

1.1 OVERVIEW OF THE THESIS  

In this thesis, images in EMC are used as source input data to perform 2-Dimensional FSV on 

full and segmented image structures. As a result, the thesis begins with a thorough discussion 

of the fundamentals of an image, including image categories, image pixels, pixel attributes, file 

formats, and image colour modes. In addition, the evolution of FSV is covered in depth in the 

literature review.  

Secondly, the detailed steps to implement 1-Dimensional, 2-Dimensional, and n-Dimensional 

FSV using IEEE STD 1597.1 and IEEE STD 1597.2 are described with an example [1] [9]. 

Moreover, to verify FSV performance; Probability Density Functions (PDF) and Statistical 

moments were calculated. These steps are implemented in MATLAB. Following that, two 

approaches for performing 2-D FSV on the original structure of the source image as well as 
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segmented blocks of the source image were developed. The acquired source images are 

transformed into a 2-D array, which is then segmented into regular blocks. Now, 2-D FSV 

performed on each block separately and then concatenated to the original image structure. 

Finally, the developed 2-D FSV approaches are used to process various real-time and 

computer-generated images, and the results were analysed. 

1.2 AIM  

To develop and analyse an approach to perform 2-Dimensional Feature Selective Validation 

on data that will ultimately allow application to geometrically irregular data with spaces or 

gaps within the image structure.  

1.3 OBJECTIVES 

The major objectives of the research study are as below,   

¶ Develop a segmentation approach to perform 2-D FSV and demonstrate the general 

effectiveness of the approach. 

¶ To analyse the approach using a Kolmogorov-Smirnov (K-S) Test to ensure that the 

segmentation and subsequent recombination does not result in comparison data that 

is unduly affected by the process itself. 

¶ Propose an approach whereby the method can be applied to structures of irregular 

shape.  

1.4 ORGANIZATION  OF THE RESEARCH WORK  

The thesis is structured into six chapters as follows,  

¶ Chapter 1: Aim, objectives and a brief introduction of the research study is 

 given here. 

¶ Chapter 2: Detailed literature review on an image and its fundamentals. The 

evolution of FSV is also discussed in detail in this chapter. 

¶ Chapter 3: Steps developed to implement 1-D, 2-D and n-D FSV including 

Density function, Statistical moments and KS test are given.  

¶ Chapter 4: Develop proposed methodology to perform 2-D FSV approaches on 

the original structure and segmented blocks of the source images.  

¶ Chapter 5: The proposed methodology is applied to input image datasets and the 

result are analysed. The FSV outputs of the original and segmentation approaches 

are compared and findings are discussed in this chapter.   
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¶ Chapter 6: The findings for the research study are concluded and the future work 

are discussed.  

Therefore, the thesis focuses on aim and objectives to develop a methodology to perform 2-

Dimensional Feature Selective Validation (FSV) on irregular dataset with spaces or gaps within 

the image structure. To accomplish this, it is important to understand the fundamentals of an 

image, characteristics of an image, image pixels, colour modes and formats. On the other hand, 

it is also important to study the evolution of Feature Selective Validation (FSV) and its 

applications in the field of Computational Electromagnetics (CEM). These are discussed in 

detail in the following Chapter 2. 
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The modern world of science and technology are strongly reliant on electromagnetic (EM) 

systems such as radio, television, radar, microwaves, telephones, satellite communication 

systems, internet and computers. Computational electromagnetics (CEM) tools are useful in 

designing and analysing EM systems. CEM also aids in validating EM problems using  

computational methods [1]. One such method is known as Feature selective validation (FSV), 

which is a data comparison technique for Validation of Computational Electromagnetics 

Computer Modelling and Simulations in IEEE Standard 1597.1 [2]. 

Electromagnetic devices such as antennas and filters can be modelled using computers for 

analysis and optimisation. When such devices are simulated, output parameters including 

Scattering parameters (S- parameter), Electric field (E- field),  Magnetic field (H- field) and 

surface currents are generated. These outputs are then exported as  2- or higher-dimensional 

image formats for further processing and comparison using the FSV technique. However, 

performing FSV on the microstrip antennas shown in Figure 1 is challenging due to the spaces 

and gaps within the device structure. Therefore, this research study focuses on developing a 

methodology to perform 2-D FSV on irregular data with spaces or gaps within the device 

structure. 

 

Figure 1: E-shaped and H-shaped microstrip patch antenna with spaces or gaps in the device 

structure [3][4]  

Hence, it is important to understand an image, types of images, properties of an image and how 

these images could be further processed using FSV method. Therefore, this chapter explains 

the fundaments of an image and processing FSV. On the other hand, understating a detailed 

literature on evaluation of FSV is studied in this chapter.  

 FUNDAMENTALS OF AN IMAGE  

In the modern world, images are omnipresent. The imaging system has evolved into a vital 

component of human life. It is used for various applications such as communication, 

entertainment, military, marine, science and technology. An image is formed when a light ray 
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from an object intersects or appear to intersect after a reflection or refraction. Such images can 

be viewed by human eyes or can be captured using imaging systems such as cameras, 

microscopes, telescopes and lenses [5].   

In other words, image is a visual representation of an object that emits light rays either directly 

or indirectly. An image is broadly classified as real and virtual images depending upon the 

reflection or refraction from the object. The Image formed when light rays from an object 

intersect with each other after reflection or refraction is known as real image. While the light 

rays from an object does not intersect after reflection or refraction is knows as virtual image 

[6]. This is shown in figure 2 below. However, as the light rays diverge in both real and virtual 

images, human eye is unable to differentiate it. For example, Images that appear a on computer 

screens or a movie screen are real and those images on a plane mirror are virtual.  

 

Figure 2: Demonstration of Real and Virtual images by a human eye 

When an image is captured using digital equipment such as video recorders, photographic 

devices and scanners; images are digitized to form a digital image. Digitization of an image is 

a process of mapping continuous signal from an optical image to a discreate number of spatially 

organised points, (commonly known as pixels) with the amount of information stored in each 

pixel (known as pixel depth).  These data are stored in the internal memory space of the image 

capturing devices which is known as digital image. The data stored in the memory can then be 

read into the computer across the communications interface and can be transferred to the 

computer memory. As computers excel in storing and manipulating numbers, it is used to 

examine and view the digital image [7] [10].  

To understand the Digital imaging in detail, it is important to know about the four basic features 

of an image, which are the pixel, dimension, bit depth and colour models [8]. A brief on each 

feature is discussed below. 

2.1.1 PIXEL 
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A pixel (an abbreviated form of the phrase óPicture Elementô [7]), represents the smallest unit 

in a digital image. A digital image is given by a two-dimensional grid of dots, which has unique 

position and colour. Each of these dots are known as pixel [8][9]. Figure 3 represents a zoomed 

pixel representation of a digital image.  

 

Figure 3: Zoomed pixel representation of a digital image [10]                   

2.1.2 DIMENSION  

The number of pixels along the row and column of an image is known as pixel dimension [8].   

 
Figure 4: Pixel Dimensions 

Images from left to right in Figure 4 are,1×1 pixel: 1 dot high and 1 dot wide (1 pixel), 2×2 

pixels: 2 dots high and 2 dots wide (4 pixels), 4×4 pixels: 4 dots high and 4 dots wide (16 

pixels), and 16×16 pixels: 16 dots high and 16 dots wide (256 pixels). 

2.1.3  BIT DEPTH  

An image's bit depth determines how many colours it may include. The total number of colours 

that can be present in an image is specified by one or more numbers and the range within which 

those numbers can fall. The more colours an image can store, the higher its bit depth [9]. 

For example, each pixel in a basic 1-bit image may generally represent only two colours: black 

and white. This is because a 1-bit pixel can only hold one of two values: 0 (white) or 1(black). 

In a 2-bit image, there are four possible pixel values (00, 01, 10, and 11). As a result, there are 
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four different colours or grey levels. On the other hand, an 8-bit image, can store 256 possible 

values for Red, Green and Blue. Similarly, a 24-bit image, may display nearly 16 million four- 

channel colours - Cyan, Magenta, Yellow, and Key-Black (CMYK) [11]. 

Figure 5 below illustrates the bit depths of various colour models. The file size of the image 

increases as the bit depth increases when more colour information is recorded for each pixel in 

the image. 

 

Figure 5: Demonstrating the bit depth of a black and white image, a greyscale image, an 

RGB image and a CMYK image [11] 

2.1.4 COLOUR MODEL  

Another essential property of an image which governs how colours may be quantitatively 

represented in an image is called the colour model. It is a mathematical model that specifies 

how the colour components are represented as a group of numbers. The most popular colour 

models used in image representation are Black and White, Greyscale, RGB and CMYK [8]. 

This plays a vital role in establishing communication between human and computers to 

understand the information of an image [12]. The various colour models are briefly explained 

below. 

2.1.4.1 BLACK AND WHITE COLOUR MODE L 

Black and white colour model, also known as binary images; hold either ó0ô or ó1ô representing 

white or black respectively. These images may have only 1 bit [13] [14]. 

2.1.4.2 GREYSCALE COLOUR MODE L  

Here, the image contains the shades from black and white colour model. To form an even 

ground grey pixel, intensity of black and white are mixed [15]. The Greyscale images provide 

8 bits of information, in which each pixel represents 256 colours of pure black, absolute white 

colours, and 254 shades of grey [14]. Figure 6 below represents a Greyscale colour model.  



   

Comparison of Electromagnetic data with irregular or discontinuous surfaces using the Feature 

Selective Validation method  

Amruthavarshini Subburaya Bharathi ï PhD Thesis                                                                                         11  

 

Figure 6: Greyscale Colour Model 

2.1.4.4 RGB COLOUR MODEL  

Red, Green and Blue (RGB) is an additive colour model used for displaying digital images on 

any sort of light transmitting medium such as computer displays. A white light source projected 

in a digital display performs additive mixing to generate a wide variety of additional apparent 

colours on the retina of the eye by combining red, green, and blue light and varying their 

intensities [12]. 

An RGB model's Red, Blue, and Green levels are represented by a decimal number ranging 

from 0 to 255, where 0 represent no representation of the colour and 255 represents the greatest 

possible. Moreover, this colour model can be represented in a 3-dimensional matrix, where 

each dimension holds red, green and blue respectively [16]. Figure 7 below represents an RGB 

colour model. 

 

Figure 7: RGB colour model [16]  

2.1.4.4 CMYK COLOUR MODEL  
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CMYK (Cyan, Magenta, Yellow, Key/Black) is a subtractive colour model. Adding colours in 

CMYK mode has the reverse results as adding colours in RGB mode. All colours begin as 

white, the more colour added, the darker the results. Therefore, colours are subtracted to create 

a colour in lighter intensities. The colour models are commonly used in printing products which 

will blend CMYK colours to print digital images [17]. Figure 8 below illustrates a CMYK 

colour model. 

 

Figure 8: CMYK colour model [16]  

In this thesis, the input test data for image comparison experiments uses monochrome images 

exhibiting a single grey colour or 256 shades of a grey colour. Instead of collecting descriptors 

and working on colour images directly, greyscale representations were chosen to simplify and 

minimise computational techniques. Moreover, this helps to prove the concept and approach 

for the work presented in this thesis. 

2.1.5 RASTER AND VECTOR IMAGES  

Digital images are the fundamental components in the word of Information Technology. These 

digital images are categorised into two types: Raster images and Vector images. When an 

image is compiled using regularly sampled values known as pixel, it is called a raster image. 

While, vector images are those which consists of lines and curves generated mathematically in 

a computer [13][18].Understanding the difference between these image forms is essential for 

creating and working with digital images. Each image forms have its unique properties and 

applications which are further explained in the below sections. The raster and vector images 

created, replicated or manipulated using software are saves in electronic file formats, which are 

further explained in this chapter section 2.6.1. Figure 9 below represents an example of Vector 

and Raster image.  
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Figure 9: Vector Image versus Raster Image [19] 

2.1.5.1 VECTOR IMAGES  

Vector images are computer-generated images that adhere to a mathematical formula. These 

images have various attributes like thickness of a line, length and colour. For example, these 

images are used for creating fonts, logos, 2-D or 3-D computer animations. These are stored in 

a file formats such as  Encapsulated PostScript (EPS), Scalable Vector Graphic (SVG), Adobe 

Illustrator (AI ) [8]. 

2.1.5.2 RASTER IMAGES 

Raster images, also known as bitmap, is commonly encountered form of representation. These 

are used to represent and manage real-world phenomena as they are resolution dependent, made 

up of fixed number of pixels. Here, each pixel is defined with its own spatial location and 

colour [8]. For example, these images are used for photography and print materials and are 

stored in a file formats such as BMP, GIF, JPG, PNG and TIFF [13].  

2.1.6 FILE FORMATS  

In the scientific field, an image can be made up of numbers in a 2-dimensional array. However, 

when it comes to real world applications, it is important to store images compactly to display, 

transmit and receive it between networks [15]. 

An established specification for encoding information about an image into bits of data for 

storage is known as a file format of an image. This plays a vital role, as the image saved to a 

well-known format recognises itself as an image and provides relevant information like bit 

depth and size, which in turn allows interaction with the file. Moreover, any program which 

can follow the file format could open the file and display the image. Therefore, the aim of any 

file format of an image is to store data efficiently [8].  



   

Comparison of Electromagnetic data with irregular or discontinuous surfaces using the Feature 

Selective Validation method  

Amruthavarshini Subburaya Bharathi ï PhD Thesis                                                                                         14  

To use the storage capacity efficiently, it is important to make sure that the data is compact, for 

this purpose image file formats uses fundamental data compressions techniques named lossy 

and lossless compression. Both techniques use the redundancy of the image to compress it. The 

Lossless compression is when the mathematical redundancy is reduced, while Lossy 

compression is when the perceptual redundancy is reduced [8]. 

Some common image formats are Joint Photographic Expertsô Group (JPEG), Graphics 

Interchange Format (GIF), Portable Network Graphics (PNG), Bit Map Picture (BMP) and Tag 

Image File Format (TIFF). These formats of an image are mostly used for printing and scanning 

[15] [7]. 

2.1.6.1 JPEG 

The Joint Photographic Experts Group (JPEG) is the international image compression standard 

developed for multilevel images in greyscale and colour [16]. Naturally, JPEG is able to 

compress large files. It can store up to 36 bits for applications in medical and scientific fields. 

For RGB colour images, JPEG is capable of storing up to 24-bits. It is used in other applications 

such as web browsing, printing, scanning and in digital cameras [15] [20]. These files are often 

stored with ó.jpgô extension. 

2.1.6.2 BMP 

Bitmap (BMP) was originally developed by the Microsoft Windows operating system as a non- 

compressed file format which is device driven to convert and display images. This also uses 

24-bit to display graphic images in colour and grayscale [15] [21]. Bit -mapped images can be 

used in digital document files and images in photographic [22].  

2.1.6.3 GIF  

Graphic Interchange Format (GIF) most widely used for online graphics that supports lossless 

compression .GIF represents both animated and static images with 256 colours or shades of 

grey. The advantage of a GIF format is that it occupies relatively smaller file size which makes 

it easy to store and transmit the data rapidly across the network. GIF files are often saved with 

the ó.gifô extension [21] [22]. 

 

2.1.6.4 PNG 
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Portable Network Graphics (PNG) is a computer file format which is widely used to store, 

transmit and display images. Moreover, this format supports lossless compression and can store 

large files which in turn provides data transparency. The advantage of a PNG is that it supports 

range of colour depths and simplifies the use of 16, 24 and 32-bit images. PNG file format is 

capable to store up to 48 bits per pixel of RGB colour images and up to 16 bits per pixel of 

grey scale images. PNG files are commonly saved with the ó.pngô extension [21] [23] [24].  

2.1.6.5 TIFF  

Tagged Image File Format (TIFF) was originally developed to support devices in digital image 

processing such as printers, monitors and scanners. It supports lossless compression and 

capable to store large files without any loss in the detail. Over the time, TIFF evolved in to 

colour images from grey scale images. A TIFF has ó.tiffô (or) ó.tifô file extensions [21] [22]. 

The table 1 below represents overall comparison of various file format discussed in this section.   

 

Table 1: Comparison of Image File formats. 

Following the study of the fundamentals of images, the next section discusses Image 

Processing and its techniques. In this research study, Image Processing involves evaluating the 

trend and features of an image obtained from real-time scenarios and EMC simulations.  
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2.2 IMAGE PROCESSING  

An image is processed to improve graphic and human interpretation, for data storage, 

transmission and represent the outcomes from an independent machine perception [25]. Digital 

images are made up of 2- dimensional array of pixels which represents the physical quantity 

such as dimensions, colour and bit depth of an image, which when processed using a computer 

or visual recognition provides useful outcomes that can be to interpreted by human / computer.  

Digital Image Processing (DIP) is an interdisciplinary system that combines principles from 

various fields such as engineering, mathematics, medical, satellite communications, optical 

devices and in military applications [26] [27]. Digital Images can be processed in many ways 

as per the requirement, some of the image processing techniques are restoration, enhancement, 

removing noise/blur or any feature extraction of an image, segmentation, compression, and 

transformation [28]. With the number of processing methods, most common image processing 

techniques used in various applications are Image enhancement, Image segmentation and 

Image recognition [29].  

2.2.1 ENHANCEMENT   

An image is enhanced to provide a better visual representation. Images can be enhanced by 

improving the visual quality of an image through manipulating its attributes such as brightness, 

sharpness, colour balance, contrast and noise removal. The technique used for image 

enhancement varies with respect to its applications and outcomes.  

This can be broadly classified as spatial domain and frequency domain techniques. In spatial 

domain, pixels of an image are directly manipulated. This technique is simple to understand 

and implement. Some of the commonly used spatial domain techniques are histogram 

equalisation, sharpening and contrast stretching which are used in in real time applications such 

as robotics, surveillance systems and video processing. While the frequency domain technique 

is based on filtering the high frequency and low frequency components of an image using 

filtering methods such as Fourier, Wavelet, and Cosine transforms to enhance an image [28] 

[30]. This technique is used in medical imaging and remote sensing applications that require 

high quality image enhancements [28].  

In this thesis, it is important to understand image segmentation, as it plays a vital role data 

acquisition for the research study. This is further discussed and applied in Chapter 4, Section 

4.1. The Figure 10 below, shows enhanced images of an Eiffel tower. The original image, 
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blurred image, 40% contrast, and 40% brightness of the Eiffel Tower are shown from left to 

right. 

 

Figure 10: Demonstration of enhancements in the Eiffel Tower image. 

 

2.2.2 SEGMENTATION  

Image segmentation is the process of partitioning an image into multiple regions or segments 

[31]. Here, images are subdivided into a number of uniformly regular sections that are 

connected but do not intersect. Each segment contains a group of pixels that represent a distinct 

region of the image. Further, each segmented region could be characterised by texture, colour, 

and shape for the purpose of analysis [29] [31]. Segmentation is performed with the goal of 

identifying and extracting meaningful information from an image.  

Therefore, segmenting an image into multiple sections aids in image analysis and processing 

for further applications such as medical imaging, object recognition, robotics, and autonomous 

vehicles. In this thesis, it is important to understand image segmentation, as it plays a vital role 

in segmenting input data for the research study. This is further discussed and applied in Chapter 

4, Section 4.3. The below Figure 11 represents an example of image segmentation for the Eiffel 

Tower. 
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Figure 11:Demonstration of simple segmentation in the Eiffel Tower image by partitioning 

into three regions. 

2.2.3 ANALYSIS  

Image analysis is a technique that is used for the interpretation of visual information within an 

image, such as patterns, texture, shape, colour, and other features. The term ñPatternsò refer to 

the regularity of the arrangement of objects or elements in an image. This can include features 

like lines, shapes, and repeating objects. The term "textureò refers to the surface characteristics 

of an object or area in an image, which can be described as smooth, rough, bumpy, or any other 

attribute. The term "shapeò refers to the geometric form of an object in an image, which can be 

described by its boundaries or edges and could include elements like curves, angles, and 

corners. The term "colour" refers to the visual properties of an object in an image, which 

include hue, saturation, and brightness. Moreover, the other features of an image could include 

size, orientation, intensity, and depth.  

These features can be extracted using various image analysis methods including segmentation, 

feature extraction and classification. The choice of these methods is applied depending upon 

its applications such as remote sensing, medicine, computer vison and more [32] [33]. In this 

thesis, it is important to understand image analysis, as it plays a vital role in developing the 

proposed methodology for the research study. This is further discussed and applied in Chapter 

4, Section 4.2. The below Figure 12 represents an example showing features such as pattern 

and shape of the Eiffel Tower. 
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Figure 12: Demonstrating features such as pattern and shape of the Eiffel Tower 

The advancement of technology has led to a significant dependency on electronic systems such 

as computers, mobile phones, and smart devices. These electronic systems play a vital role in 

image processing as they are more adaptable and affordable [27] [29]. This has created an 

opportunity for computer vision to be applied in various applications of image enhancement, 

segmentation, and analysis [34] [36].  

The most significant aim of computer vision is to achieve human-like visual recognition 

techniques Despite all the processing methods available, human perception plays a vital role in 

analysing an image because vision is the most advanced of our senses [35] [37]. Moreover, 

human brains are the most powerful tool that can recognise differences, features, colour, 

pattern, and imperfections in an image .  

In the field of computational electromagnetics (CEM), image processing techniques are often 

used to validate the accuracy of computer-generated results. One such technique that mimics 

the visual interpretation is known as the Feature Selective Validation (FSV) method. The FSV 

method is a data comparison tool that decomposes the original pair of data sets into two 

components: low-pass components and high-pass components. The low-pass component 

contains the "trend" information in the data, which represents the overall pattern or shape of 

the data over time. The high-pass component contains the "feature" information in the data, 

which represents the specific oscillations or frequencies that are superimposed on the trend.  

These low-pass and high-pass components are then compared using a combination of 

differences and derivatives of the filtered data. This comparison allows the approach to amplify 

the effects of resonant-like features in the data, which are frequencies that are particularly 
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strong or prominent when compared to the other frequencies present in the data. This method 

is important to aid the objective of the research, and thus it is important to understand the 

evolution and implementation of the FSV method. In the following section, the evolution of 

FSV is explained, and the procedure to implement the FSV method is given in Chapter 3. 

2.3 INTRODUCTION TO FEATURE SELECTIVE VALIDATION   

In the field of Computational Electromagnetics (CEM), validation is an essential process that 

is used to ensure the accuracy and reliability of modelling techniques. The models, such as 

mathematical and computer simulations, are developed in CEM to analyse and predict the 

behaviour of electromagnetic phenomena. These models are then used to develop and optimise 

a wide range of electromagnetic devices and systems, including antennas, filters, and 

communication systems. The validation procedure involves comparing the results from the 

simulation model to the results from real-world data sets in order to validate their accuracy and 

identify any differences or imperfections between the two. This is accomplished by comparing 

the expected outcomes from the models to the actual measurements from the real-world data 

[38].  

Moreover, validation is required for combining similar data sets in EMC applications such as 

Digital Signal Processing (DSP), fingerprints, and retinal scanning. For example, in DSP, 

validation is used to ensure that the algorithm employed for signal processing appropriately 

replicates the real-world signal. Similarly, validation is used in biometric applications such as 

fingerprint scanning and retinal scanning to confirm the accuracy of the biometric data and to 

prevent errors or false positives [38] [39]. Therefore, validation plays a vital role in the field of 

CEM because it provides confirmation of the accuracy and reliability of the simulation models. 

The initial method used to validate EMC (Electromagnetic Compatibility) data sets was the 

visual evaluation method. Engineers would compare the data sets and identify the differences 

between them. However, this approach had its own disadvantages due to subjectivity and the 

potential for human error. This led to the development of other data comparison models, such 

as Correlation and the Reliability factor. These techniques involved decomposing the original 

data sets, which further led to the development of the Feature Selective Validation (FSV) 

method. 

Therefore, it is important to understand the visual evaluation method and other data comparison 

models to appreciate the need for FSV and how it is implemented. An example of typical EMC 
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data sets is shown in the figure 13 below. These data sets were obtained from a mode stirred 

reverberation chamber with different stirrer positions [39]. In general, these forms of EMC 

results, would be examined for validation techniques. 

 

Figure 13: An example of typical EMC data [39] 
The visual evaluation method was an early approach used to validate data sets in the field of 

Computational Electromagnetics (CEM). This method was based on the belief that the human 

brain is the most powerful device for recognising similarities and differences between data sets. 

This method can be determined in two stages: the construction of the imaginary model and the 

analysis stage. Here, the human brain acts as a stimulus to observe the data throughout its path. 

In the first stage of the visual evaluation method, an imaginary model is built to begin the 

comparison of the data sets. This is done to establish a baseline against which the data sets can 

be compared. In the second stage, the data sets are validated by extracting them into three 

categories: atomic, relational, and positional. In the atomic extraction, complete data intensity 

is observed. In relational extraction, derivatives of the data are determined. Finally, in the 

positional extraction, the coordinate locations of the atomic and relational extractions are found 

[39]. 

However, this visual evaluation approach was also noted to have some drawbacks, when 

several complex data need to be validated, the level of accuracy and focus tend to decrease due 

to a multitude of reasons including fatigue, stress, etc. Moreover, individual perceptions vary 

from one person to another through differences including experience and education which will 

contribute to a spread of opinions [38] [39].   
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Therefore, this gave rise to an analytically based validation method, which was developed to 

mirror the visual evaluation technique [35]. The algorithmic approach for data comparison 

techniques gave rise to two major techniques namely, the correlation and reliability factor for 

the validation in CEM [38]. These techniques are applied on a typical EMC data as shown in 

figure 10 below.  

2.3.1 CORRELATION   

The correlation technique is the most commonly used method for comparing data sets by 

measuring their similarity. This technique requires minimal computing to provide the best fit 

between data points [38] [39]. The correlation for discrete data points is given in equation 1 

below, 

               ╡Ⱳ ╘▼▄◄ρ●╘▼▄◄ς●  Ⱳ 
█□╪●  

█□░▪ 
                      (1) 

Where,  

x Ą Independent axis ranges from maximum to minimum 

Iset Ą Intensity of the data sets 

Ű Ą offset function 

2.3.2 RELIABILITY FACTOR  

To determine the consistency between the experimental and modelled results in the field of 

low-energy electron diffraction (LEED), the Reliability Factors (R-Factor) were developed. 

The aim was to view the data ñgloballyò unlike correlation. Zanazzi, Jona and Van Hove in 

1977 developed the first R-factor [38] [39]. They emphasized matching the peak positions 

rather than peak height by differencing the first derivatives of the data, which compares the 

full spectrum F(f) as given in the equation 2. 

       ╕█ ȿ╘▼▄◄█ ╒╘▼▄◄█ȿ                      (2) 

Where, 

 ╘▼▄◄ Ą First derivative of Iset  

f Ą Maximum to minimum values of the independent axis 

Second derivatives were obtained and used to compare the sharp features of the data through 

the weighting factor W(f) as represented in equation 3. 
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               ◌█
╘▼▄◄█ ╒╘▼▄◄█

ȿ╘▼▄◄█ȿⱠ
                             (3) 

 

Where,  Ⱡ ȿ╘▼▄◄█ȿ□╪● 

                            ╘ίὩὸ Ą Second derivative of Iset 

 

The Normalized average intensity C allows the assessment based on the shapes and position of 

the features is given in equation 4. 

                             ╒  
В ȿ╘▼▄◄█ȿ
█□╪●
█□░▪

В ╘▼▄◄
█□╪●
█□░▪

                               (4) 

However, they did not consider the amplitudes. The global integral Rzj is determined by 

introducing reducing factor A to eliminate the dependencies of R-factor such as peaks, slopes, 

positions and feature with reference to intensity signal as shown in equation 5 and 6. 

                                 ═
♯▄

В ╘▼▄◄█
█□╪●
█□░▪

                             (5) 

Where,  ♯▄ █□╪●  █□░▪ 

                              ╡◑▒
═

♯▄
В ◌█╕█
█□╪●
█□░▪

                         (6) 

Van Hove introduced another widely used R-Factor, proposing five formulae R-factor to 

measure of position and widths of peaks, the shape of the peaks, number of peaks, shoulders 

and valleys and their relative heights [39]. Equation 7 and 8 represents Van Hoveôs proposed 

R1 and R2. 

                        ╡
В ȿ╘▼▄◄█ ╒╘▼▄◄█ȿ
█□╪●
█□░▪

В ȿ╘▼▄◄█ȿ
█□╪●
█□░▪

                     (7) 

                    ╡
В ╘▼▄◄█ ╒╘▼▄◄█
█□╪●
█□░▪

В ╘▼▄◄█
█□╪●
█□░▪

                         (8)             

R1 and R2 determined peaks, heights and widths. They did not measure shoulders and valleys. 

To accommodate this, Van Hove proposed R3, R4, and R5 as given in the equations 9,10 and 

11.  

 ╡
╝▫Ȣ▫█ ▬▫▼░◄░○▄ ▼╪□▬■▄▼ ░▪ ╘▼▄◄█

╝▫Ȣ▫█ ▬▫▼░◄░○▄ ▼╪□▬■▄▼ ░▪ ╘▼▄◄█
                                (9) 
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                 ╡
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                              (10) 

 ╡
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█□╪●
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В ╘▼▄◄█
█□╪●
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                                       (11) 

Finally, the Total discrepancy RT for the signals compared is given by the vector addition of 

the five R-Factor defined earlier as shown in equation 12. 

          ╡╣ ╡ ╡ ╡ ╡ ╡                    (12) 

These validation techniques involved decomposition of original data.  This led to the 

development of different approaches for the automated validation considering the current 

techniques and enhancing them. This in turn led to development of the Feature selective 

validation (FSV) technique [39]. 

2.4 WHAT IS FSV? 

The FSV method was developed by reiterating visual evaluation technique, with the aim of 

providing more accurate and reliable validation model. Primarily, typical EMC data sets as 

shown in Figure 13, are compared with the FSV technique. The general shape of this data has 

rapid variation features superposed onto a slow-moving trend line.  

The FSV method decomposes the original data into two major components, namely, Amplitude 

Difference Measure (ADM) and the Feature Difference Measure (FDM). The ADM measures 

the difference in overall trend information and the consistency of amplitude of the data sets. 

While the FDM measures the consistency of rapidly varying features of the data sets. The 

Global Difference Measure (GDM) is determined by combining the ADM and FDM. The 

GDM provides an overall measure of the differences between the data sets [40] [41] [42].  

The FSV method compares each point of the EMC data sets from origin to end on a point-by-

point basis. Thus, providing comparison outputs of ADMi, FDMi and GDMi. The suffix óiô in 

the in the FSV outputs represents the point-by-point comparison. Finally, the ADMi, FDMi and 

GDMi are considered to obtain the histogram for the above measure. These are known as the 

confidence histograms, represented as ADMc, FDMc and GDMc [37][5]. The confidence 

histograms provide a visual representation of the distribution of differences between the data 

sets. Since FSV technique is an enhanced version of visual evaluation method, the result 

comparison involve interpretation such as ñExcellentò, ñVery Goodò, ñGoodò, ñFairò, ñPoorò, 
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ñVery Poorò [39] [40]. These results are directly related to the visual rating scale as shown in 

Table 2. The detailed steps to perform FSV algorithm using the IEEE Standard (Std.) 1597.1, 

which is the IEEE Standard for Validation of Computational Electromagnetics (CEM) 

Computer Modelling and Simulations [2] is given in Chapter 3, Section 3.1.  

 

Table 2: FSV Interpretation [40] xDM indicates ADM, FDM or GDM 

Moreover, the quality of the results is determined by obtaining the total value for ADM, FDM 

and GDM which is given by single value and represented as ADMtot, FDMtot and GDMtot  

[40][41].  

The FSV method was broadly used for validation in CEM and EMC applications. However, 

several challenges were addressed to enhance and make the FSV method practical [42]. The 

FSV method was directly compared with the visual evaluation method. This was achieved by 

comparing the confidence histogram outputs from the visual evaluation method and the FSV 

method. The agreement of the compared outputs was then tested in both fuzzy and float logic. 

The fuzzy logic is developed to achieve better agreement with visual comparison outputs by 

overlapping the probability functions of two adjacent categories of the histograms. While the 

float logic is developed to improve the consistency of visual evaluation by changing the 

boundary location instead of the probability functions [43] [44]. Moreover, in [45], the FSV 

method was compared to the visual evaluation method to confirm that the FSV predictions 

provide a similar benchmark to the visual evaluation method. It also assures that this design 

technique is applicable to engineers. Other applications where FSV method was used are 

discussed below.  

The FSV is performed to a pair of simple wave forms such as outputs from crossed lines pairs, 

Edge feature, Gaussian waveform, Antenna Radiation pattern. Here, the outputs from FSV 

technique seems to respond to variations in amplitude and feature associated aspects of simple 
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waveforms. As a result, FSV is an excellent tool for comparing data sets quantitatively [46]. 

The return loss from various twisted pair cables were observed using FSV method to obtain 

point by point comparisons [41]. S - Parameters of two horn antennas results were obtained 

from the reverberation chamber and the FSV method was applied on the results to compare 

them [47]. Real time emissions from electronic circuits were analysed using FSV tool [48].  

Two Multiple Input Multiple Output (MIMO) antennas with FR-4 substrate is placed vertically 

as shown in Figure 14 below. This MIMO antennas was designed, simulated and optimised 

using Computer simulation technology (CST), which is a software used to design and analyse 

EM tools. Finally, using the FSV method, the S-parameter results of the MIMO antennas were 

quantified, and the reliability and confidence histograms were obtained [49].  

 

Figure 14: Design of two MIMO antenna placed vertically [49]. 

Similarly, in [50] a dual-band MIMO antennas were designed with FR-4 substrate at operating 

bandwidth of 2.18GHz - 2.51 GHz and 3.25GHz - 3.96 GHz respectively. The S- parameter 

results and measurement at different bandwidth are compared using FSV method to identify 

the accuracy of antenna measurements. The Figure 15 below represents the simulation model 

of the dual-band MIMO antennas. 
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Figure 15: Simulation model of the dual-band MIMO antennas [50]. 

The FSV method for the transient phenomenon is obtained at three stages, starting from the 

initial quiescent phase (t = 0) to the transient event, then from the transient event to a predefined 

limit. Finally, there is the post-transient phase, where some energy is still present in the system 

but is dwindling back to the quiescent state. These stages are analysed by verifying offsets and 

weighted systems [51]. In [52], the averaging result of FSV was demonstrated by obtaining 

FSV for multiple data sets and then comparing the overall results. Three such examples are 

provided in [52]. A 1-dimensional dynamic sea surface is modelled using the Monte Carlo 

method in [53], and the influence of different wind speeds on the sea surface, gravity spectrum, 

and tenor spectrum is analysed using the FSV method. 

However, the above applications of the FSV were simple examples. Some complex data sets, 

like aircraft, vehicle-mounted antennas, and others, are discussed below, which would provide 

a deep understanding for the research study. In [54], controlled radio frequency measures were 

analysed in U.S. air force aircraft to predict CEM quantities. The effects of the electromagnetic 

environment were evaluated using the FSV method. Figure 16 below shows the top view of the 

aircraft, where the highlighted parts are the probes labelled and configured. 
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Figure 16: Top view of the aircraft with probes setup [54]  

 

 

Here, the highlighted areas are where probes are set up and ensure that every wall of the  

anechoic chamber receives the RF energy as much as possible. Other parts of the aircraft are 

covered with foam and tested. There were seven different aircraft antennas tested here. These 

antennas included Very High Frequency (VHF) and Ultra High Frequency (UHF) 

communication antennas, aircraft navigation antennas, and three locally placed telemetry 

antennas. The Gaussian derivatives of the antennas were obtained using Computer Simulation 

Technology (CST). Computer Simulation Technology is a software for designing, analysing 

and optimising electromagnetic (EM) components and systems. Now the physical output and 

CST output were compared using FSV method [54]. This application tests only a part of an 

object and hence differs from other applications of FSV. 

In [55], similar aircraft is exposed to High intensity Radiated Field (HIRF) to test their 

robustness against catastrophic effects. This is done using non-intrusive method, which means 

there is no disruption to the aircraft during the testing process. This ensures that the testing of 

the model  is safe and accurate, while also providing useful results on the aircraft's robustness 

to HIRF effects. Finally, the FSV method is applied to the simulated and measured results of 

the HIRF effects to obtain the reliability and confidence histograms. Similarly, in [56], the 

shielding effectiveness of aircraft under HIRF conditions was tested. The results were obtained 

from two numerical tools and compared using the FSV method.  

The Radar Cross Section (RCS) measurement of a Brahmos missile in [57] is positioned 

horizontally, and the incident wave is polarised vertically. The observation angle for pitch is 0 
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degrees, and for orientation, it is 0 -180 degrees, with a 1-degree interval. Figure 17 below 

represent the schematic of the Brahmos missile positioned at the observation angle.  

 

Figure 17: Brahmos missile's schematic showing observation angle [57] . 

Now, the RCS at frequencies 1 GHz and 6 GHz is calculated. This missile is tested across 

various electromagnetic measurements, such as the Physical Optics (PO) method, the Finite 

Element Method (FEM), and the Moment Method (MoM). These results are compared using 

the FSV method. Unlike the above applications, here three sets of data are compared. 

Therefore, this leads to the comparison of multiple data sets. 

In [58], the FSV method is used to compare multiple data sets. Here, the Analytic Hierarchy 

Process (AHP) is used to observe multiple data sets. An example of the cross-talk model is 

shown in Figure 18 below. This AHP approach increases the number of data sets. Therefore, 

pairwise comparison of data sets is done layer by layer, and then a weighted FSV is obtained. 

This provides a clear output for multiple data sets. 

 

Figure 18: Cross talk model [58]  



   

Comparison of Electromagnetic data with irregular or discontinuous surfaces using the Feature 

Selective Validation method  

Amruthavarshini Subburaya Bharathi ï PhD Thesis                                                                                         30  

The quantification of FSV by removing or reducing data points is done by down-sampling and 

under-sampling [59]. The down-sampling is done by resampling the original data sets and 

creating a subset, as shown in Figure 19 below. These subsets are then compared using the FSV 

method. On the other hand, the under-sampling approach involves missing data randomly or 

continuously. The missed data points are predicted by the linear interpolation method, and then 

FSV is applied to them. 

 

Figure 19: Down sampling method [59] 

As seen above, with the developing applications of FSV within the EMC and CEM 

communities, more complex data such as images, 2-D or 3-D electric and magnetic fields, and 

surface currents on an antenna device or from an aircraft during lightning are inevitable. 

However, this is challenging when the number of parameters in data sets increases [60]. 

For this, the multi-dimensional FSV method was developed, which is explained in the below 

section. 

2.5 MULTIDIMENSIONAL FSV  

A data is called multidimensional when the number of degrees of freedom in the data sets 

develops. In the 2-D FSV method, the Amplitude Difference Measure (ADM), Feature 

Difference Measure (FDM) and the Global Difference Measure (GDM) are obtained for both 

X and Y direction which is represented (x,y).Unlike, 1-D FSV, a sub measure of the low 

frequency components are considered [61]. Initially, when the 2-D FSV method was developed 

and implemented, 2-D data were treated as folded 1-D data and thus only first order 

representation of 2-D filters were used to achieve this. Although this method was simple and 

easy to implement, It does not allow the nD data to differ or vary in it features in all direction. 

This is because the converted 1-D data were collected together in one direction. Therefore, this 
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method did not provide convincing results [63]. Thus, this approach was limited to 2-D data 

sets.  

This in turn , led to the general approach followed in standard 1-D FSV, that was performed 

by applying 2-D Fourier transform for the data instead of 1-D Fourier transform [62]. This in 

turn provides xDMôs which can be scaled to the standard FSV interpretation scale specified in 

table (1) above. However, this approach was challenging when the number of data points differ 

in x and y direction.  

To overcome these limitations, an iterative process to study the data is given in [63]. Here, 1-

D FSV is repeatedly used on every row and column of data.  Now, the weighted root square at 

each point of intersection between row and column data are given to obtain the combined 

ADM, FDM and GDM. This in turn provides values that can be interpreted using normal 1-D 

FSV interpretation scale as in [2]. This is further explained in detail under chapter 3 section 

3.1.6. Moreover, this approach provides xDMiôs for data which has different data points in x 

and y direction and thus providing the number of degrees of freedom. On the other hand, the 

major advantage of this approach is that it can be used on nD data without any changes in its 

process, thus allowing improvements and enhancements in 1-D FSV [64] [65].  

Extending the dimensionality of the data play a vital role in development and improvement in 

FSV method. When 2-D FSV is extended in 3-D FSV, it uses the generalised nD approach 

which is to repeatedly use 1-D FSV as given in [58]. In the 3-D FSV, the Amplitude Difference 

Measure (ADM), Feature Difference Measure (FDM) and the Global Difference Measure 

(GDM) are obtained for X, Y and Z direction which is represented (x,y,z) [64]. The most 

challenging aspects of nD FSV is to obtain visual assessment to verify its output as it is difficult 

to visually evaluate data in higher dimensions [64] [65]. 

Few applications to verify 2-D and 3-D FSV are given below:  

In [61] simulations for the roof antennas mounted on vehicles are analysed using 2-D FSV 

method. This is done based on similarity degree, which is represented as ADM, FDM and GDM 

in 1-D FSV. The field distribution of vehicle mounted antennas are compared using 2-D FSV 

method in [66]. Here, two monopole antennas are placed in the rear roof and rear wing of the 

vehicle where it is surrounded by the electric field. . 

The similarity between the measured, computed data and 2-D FSV method is analysed which 

separated the amplitude and feature of the data. On the other hand, tolerance value for the 

ADM, FDM and GDM are considered for the purpose of evaluation scales. Similar approach 
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of 2-D FSV is given in [62] a small difference here is that the DC components on the data is 

also considered to provide the xDMiôs.  

Now, both the 2-D and 3-D FSV algorithm were applied on a LIVE video and analysed in 

[63] and [64] respectively.  

The field distribution of vehicle mounted antennas are compared using 2-D FSV method in 

[66] tow monopole antennas are placed in the rear roof and rear wing of the vehicle where it is 

surrounded by the electric field. The similarity between the measured, computed data and 2-D 

FSV method is analysed which separated the amplitude and feature of the data. 

In [67] the Stochastic Collocation Method (SCM) is used to measure uncertain data. In SCM, 

the collocation points increase exponentially with increase of dimensionality. Therefore, 

reducing the computational efficiency. To overcome this, a new SCM scheme called 

Dimension-Reduced Sparse Grids Scheme (DRSG-SCM) is developed where the number of 

collocation points is proportional to the dimensionality  Here, simulation of two shielding 

effectiveness is built using Computer Simulation Technology (CST) software, which include 

random size and placement of an aperture in a shielded box. Then the 2-D and 3-D FSV 

technique  is applied to the shielding box to obtain the performance of the DRCG-SCM method.   

The major strengths and drawbacks of 2-D FSV is elaborated in [68]. Here, an Image quality 

assessment (IQA) is performed. The IQA data base generally holds distortion free reference 

images. Now the 2-D FSV method is applied on these images. It is concluded by saying that 

the 2-D FSV method is more accurate compared to the LIVE data results mentioned in [61] 

[62].  

In [69] the major challenges faced in building an n-dimensional FSV are discussed. This 

includes, a mathematical framework for FSV, mirroring with visual perception and positive 

and negative transient points. 

2.6 PROBABILITY DENSITY FUNCTION (PDF)  

Generally, point-by-point FSV provides qualitative and quantitative results that could directly 

link with visual evaluation.  These outputs are then binned into a confidence histogram with 

six categories (Excellent, Very Good, Good, Fair, Poor, Very Poor) as shown in table 1 [70]. 

These confidence histograms are one of the simplest techniques used in FSV to interpret the 

quality of the data [70] [71]. 
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However, the broad classification in histograms could mask some of the detail in the 

comparative result distribution [70]. Also, the number of bins opted, plays a vital role in 

interpreting histograms as in [71]. On the other hand, it is difficult to obtain a smooth density 

function from a histogram due to the number of bins used, it is either under- smoothed or over-

smoothed histograms [72]. When FSV is applied in multiple comparisons such as model 

improvements or data optimisation, the histograms are not sufficiently qualified to interpret 

these results as it is difficult to overlay two or more histograms together for comparing the data 

[71].  

To overcome the above discussed issues, and a smooth density function; continuous Probability 

Density Function (PDFs) is derived from the point-by-point FSV. The PDF can represent the 

distribution of quantitative results in simpler form when compared to the confidence 

histograms. Moreover, PDFôs can provide significant comparisons between iterative 

measurements, between measured versus visual data and different computational models [60] 

[71]. The use of PDFôs in multiple data comparisons is given in [71]. To further investigate the 

results, non-parametric test methods such as Kolmogorov-Smirnov (KS) test can be used in 

PDFôs. This test is robust and does not make any assumption on the distribution of the data 

[70] [71]. 

Further, PDFs allow statistical moments such as variance, skewness and kurtosis to analyse 

FSV performance. It is a key advantage of using FSV technique. In datasets, variance provides 

the details on the dispersion, skewness provides measure of symmetry of the shape and kurtosis 

provides measure of flatness [70]. 

The steps followed to obtain PDF, KS-test and other statistical moments and further explained 

in detail in chapter 3. 
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As seen in Chapter 2, Section 2.3, the Feature Selective Validation (FSV) method was 

developed to aid comparisons performed as part of the validation of Computational 

Electromagnetics (CEM). It primarily focuses on applications in Electromagnetic 

compatibility (EMC). 

The FSV is a data comparison technique based on the decomposition of the original data into 

amplitude and feature data [1] [4]. In addition to these outputs, the FSV method also provides 

a single-value goodness of fit, which is a statistical measure of how well the two data sets 

match. This measure can be used to determine the overall similarity between the data sets. 

Moreover, density functions and statistical analysis are also calculated to provide further 

insights into the comparison results. 

Therefore, in this chapter, steps on how to apply the FSV method to data sets and interpret 

the results, making it a valuable tool for comparison and validation in various fields, 

particularly in the field of Electromagnetic Compatibility (EMC) is discussed in detail. The 

implementation procedures for the FSV method are explained in this chapter, Section 3.1, 

including the 2-D FSV method and its extension to the n-D FSV approach in Section 3.2. 

3.1  IMPLEMENTATION OF 1 -DIMENSIONAL FSV  

The basic procedure to implement FSV consists of 6 major steps, which are performed on a 

range of working datasets. Figure 1, below represents the process flow chart of the steps 

developed to implement FSV method.  

 

Figure 1: Steps to Implement 1- Dimensional FSV 

These steps were further developed using MATLAB, a programming language developed by 

MathWorks and used as a computation tool in various applications including Mathematics, 

Science and Engineering [2].MATLAB is proprietary software that is widely used for 

numerical computing, data analysis, and visualisation. It has a vast range of capabilities and 


