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ABSTRACT

In the field of Computational Electromagnetics, validatioa fermal process to ensure the
expected behaviour of the model. The Feature Selestalslation (FSV) method was
originally developed to aid the validation of computational electromagnetics, and particularly
electromagnetic compatibility (EMCSince then, it has been adoptedthy IEEE Standard

for Validation of Computational Electromagpics Computer Modelling and Simulations
1597.1 and used in a variety of other applicatidie FSV methoduantifies the difference
between two sef original datausing a reliability function based on the decomposition of the
data into a number @bmponent parts that are then combined using a weighted scheme, giving
a number of presentations of the comparison data. From the literature, neévseidentified

that the FSV method has been applied for various structured dateelfkparameter, radtion
pattern, efficiencyand gain of amntennaSince the original development of the FSV in the
field of computational electromagnetics, more complex data like surface current, gdextric
magnetic field outputs from Ultra High Frequency (UHF) desiare represented in @r
higher) dimensional image formats with irregular shap®g;h are nofrectangular structures
including features such as spaces or gaps within the device stridtuvever, perforrnmg

FSV on such image data is challengipgticularly toavoid noncontributing spacesr voids

in the image structurdominating thecomparisonresults.This thesis discusses in detail a
methodology developed to perforr@mensional FSV on-Dimensionalegular(rectangular

and squareyhaped imags by segmenting the image into multiple blocks. In each p#ck
DimensionaFSYV is performed separatehnd then the outputs from the segmented blocks are
concatenated to form the originall@mensionalimage.Finally, the FSV outputérom the
segmented approach are compared with the FSV outputs obtainedh&amginal (full)
structure and the results are analysed using aparametric statistical test, which shows that
the approach leads to results that support the proposed solutionpdrison by segmentation
and recombinationThe proposednethod is demonstrated on regudad irregulaimages to

allow a detailed analysis
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Validation in generalis the process to ensure the expected behaviour of the modelling
technique in the field of Computational electromagnetics (CEM). The FeSaleetive
Validation (FSV) technique was originally developed to aid the validation in Computational
Electromagnetics (CEM). It majorly focuses on applications in Electromagnetic compatibility
(EMC). From then, the application of FSV became the major element in EMC and it was
considered as the recommended validation technique for CEM in |EEH8d1597.1 for
Validation of Computational Electromagnetics Computer Modelling and Simulafip[#.

The FSV method was developed to aid visual evaluation technique in EMC. The FSV technique
decomposes the original EMC data sets into two major componentdynaineplitude
Difference Measure (ADM) and Feature Difference Measure (FDM). The ADM measures the
slow-moving trend of the EMC data sets. On the other hand, the FDM measures the consistency
of rapidly varying features of the EMC data sets. The Globakiffce Measure (GDM) is
determined by combining the ADM and FDM which measures the overall goodness of fit
between the data sets. Therefofdhe FSV technique is an experimenmbcesswhich
guantifies the difference between two seEMC data into severl components using weighted

sum approach and then combining the data into several métriESV method detailed

analysis of the data is reviewed by pdytpoint basis on their individual feature or trend [2]
[3].

Since the original developmeunitthe FSV method, more complex dat&MC such assurface

current outputs from Ultra High Frequency (UHF) devices with space or gap within the device
structurds available to be compardeerformng 2-Dimensional FSV on Electric and Magnetic

field data represented inrRRimensional image format are chaltgng because the gaps could
dominate the overall comparison if those OV
Similarly, some of these structures contain small, fine details that can be studied alone as well

as part of the overall structurféigure 1 represents one such example oBenulated surface

current distribution of Osskin passive UHF RFID tag [4]

[ Gaps/space in
data

Figure 1: Simulated surface current distribution of Gkin
passive UHF RFID tag [4]
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For the reason that gap or space in an image does not represent any datagianievice
structure a masking approacls chosento overlay the gap with abinary mask image
(containing zero and nerero values)o perform FSV for the full device structué] [7].
Although the maskingpproach appears to be simple and straightforward, it fails framircer

drawbacks which are discusseddnapter 4 Section4.3.

To overcome the drawback of the masking approachsimple manual blockased
segmentation method wdsvelopedo compare device structures with gapseicesg]. In
this process,minput image is segmented into roverlapping blocks of pixels, and FSV for
each segmented block is performed to compare the feature andftsaginented blocksnd

subsequent reenbination

To ensure that the segmentation and subsequent recombination do not produce comparison data
that has been affected by the procés® approaches are developed to perforid BSV for

such input images. The first approach perforai3 BESV on theoriginal full structure of the

input images. While the second approachasomplished by segmenting thd2mage into

multiple regular 2D blocks and then performing2 FSV on each block individually. The

original 2D image is then created by concatamathe 2D FSV outputs from the segmented
blocks. Finally, approach 2 (segmented approach) FSV outputs are compared with approach 1

(full structure) FSV outputs, and the findings are analysed.

This 2-DimensionaFSV approach developed to procasagewith gaps or spaces within the
image structurare discussed and explained in detailed in this tHegiglly, the development,

enhancement, criticism and challenges of the FSV method are also analysed in tHiS]thesis

1.10VERVIEW OF THE THESIS

In this thesis, images in EMC are used as source input data to perfomesional FSV on

full and segmented image structures. As a result, the thesis begins with a thorough discussion
of the fundamentals of an image, including image categories, imags, gl attributes, file
formats, and image colour modes. In addition, the evolution of FSV is covered in depth in the

literature review.

Secondy, the detailed steps to implemenbimensional, ZDimensional, and4Dimensional

FSV using IEEE STD 1597.4ndIEEE STD 15972 are described with an exampglg [9].
Moreover, to verify FSV performance; Probability Density Functions (PDF) and Statistical
moments were calculated. These stepsimplemented in MATLAB. Following that, two

approaches for performing2 FSV on the original structure of the source image as well as
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segmented blocks of the source image were develoffeslacquiredsource imagesra
transformed into a-B array, which is then segmented into regular blod&w, 2-D FSV
performed on each blockeparately and theconcatenated to the original image structure.
Finally, the developed2-D FSV approachesre used to process various r¢mhe and

computergenerated images, and the results were analysed.

1.2AIM
To develop and analyse approach to perform-Bimensional Feature Selective Validation
on data that will ultimately allow application eometricallyirregular data with spaser

gaps within the image structure.

1.30BJECTIVES
The major objectives of the research study are as below,

1 Develop a segmentation approach to perfosihn2SVand demonstrate the general
effectiveness of the approach.

1 To analyse the approach using@mogorov+Smirnov (K-S) Testo ensure that the
segmentation and subsequent recombination does not result in comparison data that
is unduly affected by the process itself.

1 Propose an approach whereby the method can besdgplstructures of irregular
shape.

1.40RGANIZATION OF THE RESEARCH WORK

The thesis is structured into six chapters as follows,

1 Chapter 1: Aim, objectives and a brief introduction of the research study is
given here.

1 Chapter 2: Detailed literature review on an image and its fundamentals. The
evolution of FSV is also discussed in detail in this chapter.

1 Chapter 3: Steps developedb implemet 1-D, 2-D and rD FSV including
Density function, Statistical moments and KS test are given.

91 Chapter 4: Develop proposed methodology to perforaD SV approaches on
theoriginal structure and segmented blocks of the source images.

1 Chapter 5. The propsed methodology is applied to input image datasets and the
result are analysed. The FSV outputs of the original and segmentation approaches
arecompaedand findings are discussed in this chapter.

Comparison of Electromagnetic data with irregular or discontinuous surfaces using the Feature
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91 Chapter 6: The findings for the research study are concluded and the future work

are discussed.

Therefore, the thesis focuses on aim and objectives to develop a methodology to perform 2
Dimensional Feature Selective Validation (FSV) on irregular dataset with spayagss within

the image structure. To accomplish this, it is important to understand the fundamentals of an
image, characteristics of an image, image pixels, colour modes and formats. On the other hand,
it is also important to study the evolution of Featselective Validation (FSV) and its
applications in the field of Computational Electromagnetics (CEM). These are discussed in

detail in the following Chapter 2.
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The modern world of science and technology are strongly reliant on electromagnetic (EM)
systems such as radio, television, radar, microwaves, telephones, satellite communication
systems, internet and compute@amputational electromagnetics (CEM) tools are useful in
designing and analysing EM systems. CEM also aidsailidating EM problems using
computational methods [1]. One such mektisooknown as Feature selective validation (FSV),
which is a data comparisotechniquefor Validation of Computational Electromagnetics
Computer Modelling and Simulations in IEEE Standard 1597.1 [2].

Electromagnetic devices such as antennas and filters can be modelled using computers for
analysis and optimisation. When such desi@re simulated, output parameters including
Scattering parameters-(farameter), Electric field (Hield), Magnetic field (H field) and

surface currents are generated. These outputs are then expo2edrasigherdimensional

image formats for fuher processing and comparison using the FSV technique. However,
performing FSV on the microstrip antennas shown in Figure 1 is challenging due to the spaces
and gaps within the device structure. Therefore, this research study focuses on developing a
methalology to perform 2D FSV on irregular data with spaces or gaps within the device

structure.

Gaps/space in
data

=
N

Figure 1: E-shapedand Hshapednicrostrip patch antennaith spaces or gaps in the device
structure[3][4]

Hence, it is important to understand an image, types of images, properties of an image and how
these imagesould be further processedsing FSV methadTherefore, this chapter explains
the fundaments of an image and processing FEBVthe other handindestating a detailed

literature on evaluation of FSV is studied in this chapter.

2.1 FUNDAMENTALS OF AN IMAGE
In the modern world, images are omnipresent. The imaging system has evolved into a vital
component of human life. It is used for various applicatiomshsas communication,

entertainment, military, marine, science and technology. An image is formed when a light ray

Comparison of Electromagnetic data with irregular or discontinuous surfaces using the Feature
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from an object intersects or appear to intersect after a reflection or refraction. Such images can
be viewed by human eyes or can be captwsidg imaging systems such as cameras,
microscopes, telescopes and leri{S¢s

In other words, image is a visual representation of an object that emits light rays either directly
or indirectly. An image is broadly classified as real and virtual images depending upon the
reflection or refraction from the objecthe Image formed whelight rays from an object
intersect with each other after reflection or refraction is known as real image. While the light
rays from an object does not intersect after reflection or refraction is knows as virtual image
[6]. This is shown in figure 2 belowlowever, as the light rays diverge in both real and virtual
images, human eye is unable to differentiate it. For example, Images that appear a on computer

screens or a movie screen are real and those images on a plane mirror are virtual.

a N

Plane Mirror
Object
i w, Image

6 /”j//Real

\ Image Concave error/ k /

Figure 2: Demonstration of Real and Virtual imagby a human eye
When an image is captured using digital equipment such as video recorders, photographic

devices and scanners; images are digitized to form a digital ildagezation of an image is

a process of mapping continuous signal from an optical image to a discreate atisplagially
organised points, (commonly known as pixels) with the amount of information stored in each
pixel (known as pixel depth)These datare stored in the internal memory space of the image
capturing devices which is known as digital image. The data stored in the memory can then be
read into the computer across the communications interface and can be transferred to the
computer memoryAs computers excel in storing and manipulating numbers, it is used to

examine and view the digital imagdg [10].

To understand the Digital imaging in detail, it is important to know about the four basic features
of an image, which are the pixel, dimensibit,depth and colour mode]8]. A brief on each
feature is discussed below.

2.1.1 PIXEL

Comparison of Electromagnetic data with irregular or discontinuous surfaces using the Feature
Selective Validation method
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in a digital image. A digital image is given by a tdionensional grid of dots, which has unique

A pixel (an abbreviated

position and colour. Each of these dots are known as|@gix8]. Figure3 represents a zoomed

pixel representation of a digitimage.

| 4 EE‘
E{;ﬁ_ LR :.=--II
_\-\b I--I
/’“ \@ o "
[ 1 ] |
i' T
| |
100%: 300%

Figure 3: Zoomed pixel representation of a digital imdge|

2.1.2 DIMENSION

The number of pixels along the row and column of an image is known as pixel dimeision

1x1 px 2x2 px 4x4 px 16x16 px

Figure 4: Pixel Dimensions

Images from left to right irigure 4are,1x1 pixel: 1 dot high and 1 dot wide (1 pixel), 2x2
pixels: 2 dots high and 2 dots wide (4 pixels), 4x4 pixels: 4 dots high and 4 dots wide (16
pixels), and 16x16 pixels: 16 dots high and 16 dots wide (256 pixels)

2.1.3 BIT DEPTH
An image's bit depth determines how many colours it may include. The total number of colours
that can be present in an image is specified by one or more numbers and the range within which

those numbers can fall. The more colours an image can stohggltlee its bit depthq)].

For example, each pixel in a bastbitimage may generally represent only two colours: black
and white. This is because it pixel can only hold one of two values: 0 (white) or 1(black).

In a 2bit image, there are four possilxel values (00, D, 10, and 11). As a result, there are
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four different colours or grey levels. On the other hand,-bit Bnage, can store 256 possible
values for Red, Green and Blue. Similarly, ali#image, may display nearly 16 million feur
chanrel colours- Cyan, Magenta, Yellow, and KeBlack (CMYK) [11].

Figure5 below illustrates the bit depths of various colour models. The file size of the image
increases as the bit depth increases when more colour information is recorded for each pixel in

the image.

BLACK & WHITE

Figure 5: Demonstrating the bit depth of a black and white image, a greyscale image, an
RGB image and a CMYikhage[11]

2.1.4COLOUR MODEL

Another essential property of an image which governs how colours may be quantitatively
represented in an image is called the colour model. It is a mathematical model that specifies
how the colour components are represented as a group of numbers. Theputast golour
modelsused in image representation are Black and White, Greyscale, RGB and GBJYK [
This plays a vital role in establishing communication between human and computers to

understand the information of an imad&][ The various colour modeése briefly explained

below.
2.1.4.1BLACK AND WHITE COLOUR MODE L
Blackand white col our model |, al so known as bi nc:

white or black respectively. These images may have only 13ji{14].

2.1.4.2GREYSCALE COLOUR MODE L

Here, theimage contains the shades from black and white colour model. To form an even
ground grey pixel, intensity of black and white are mixed [15]. The Greyscale images provide
8 bits of information, in which each pixel represents 256 colours of pack,tdbsolute white

colours, and 254 shades of greg][IFigure6 below represents@reyscale colour model.

Comparison of Electromagnetic data with irregular or discontinuous surfaces using the Feature
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2.1.4.4ARGB COLOUR MODEL
Red, Green and Blue (RGB) is an additive colour model used for displaying oiigiggs on
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any sort of light transmitting medium such as computer displays. A white light source projected

in a digitaldisplay performs additive mixing to generate a wide variety of additional apparent

colours on the retina of the eye by combining redegrend blue light and varying their

intensities 12].

An RGB model's Red, Blue, and Green levels are represented by a decimal number ranging

from O to 255, where 0 represent no representation of the colour and 255 represents the greatest

possible. Moreove this colour model can be represented indin3ensional matrix, where

each dimension holds red, green and bbspectivel({16]. Figure 7belowrepresents an RGB

colour model.

Figure 7: RGBcolour model [16]

2.1.4.4CMYK COLOUR MODEL
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CMYK (Cyan, Magenta, Yellow, Key/Black) is a subtractive colour model. Adding colours in
CMYK mode has the reverse results as adding colours in RGB mode. All colours begin as
white, the more colour added, the darker the results. Therefore, colours eaetedhib create

a colour in lighter intensities. The colour models are commonly used in printing products which
will blend CMYK colours to print digital imagefd7]. Figure 8below illustrates a CMYK

colour model.

Magenta

Yellow

Figure 8: CMYK colour model [6]

In this thesis, the input test data for image comparison experiments uses monochrome images
exhibiting a single grey colour or 256 shades of a grey colour. Instead of collecting descriptors
and working on colour images directly, greyscale representationschasen to simplify and
minimise computational techniquddoreover,this helps to prove the concept and approach

for the work presented in this thesis

2.1.5RASTER AND VECTOR IMAGES

Digital images are the fundamental components in the word of InformationdlegiinThese

digital images are categorised into two types: Raster images and Vector.iMédmgas an

image is compiled using regularly sampled values known as pixel, it is called a raster image.
While, vector images are those which consists of lines anve€generated mathematically in

a computer [131L8].Understanding the difference between these image forms is essential for
creating and working with digital images. Each image forms have its unique properties and
applications which are further explaingdthe below sections. The raster and vector images
created, replicated or manipulated using software are saves in electronic file formats, which are
further explained in this chapter section 2.€itjure 9 below represents an example of Vector

and Rasteimage.

Comparison of Electromagnetic data with irregular or discontinuous surfaces using the Feature
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Figure 2 Vector Image versus Raster Image [19]

2.1.5.1VECTOR IMAGES

Vector images are computgenerated images that adhere to a mathematical formula. These
images have various attributes like thickness of a line, length and colowxd&maple, these
images are used for creating fonts, logeb, @ 3-D computer animations. These are stored in

a file formats such agncapsulated PostScrifiR9, Scalable Vector GraphiS{G), Adobe
lllustrator Al) [8].

2.1.5.2RASTER IMAGES

Raster images, also known as bitmap, is commonly encountered form of representation. These
are used to represent and manageweald phenomena as they are resolution dependent, made
up of fixed number of pixels. Here, each pixel is defined with its guatia location and

colour [8]. For example, these images are used for photography and print materials and are
stored in a file formats such as BMP, GIF, JPG, PNG and [IIB]F

2.1.6 FILE FORMATS
In thescientific field, an image can be made up of numbers Hil@i2nsional array. However,
when it comes to real world applications, it is important to store images compactly to display,

transmit and receive it between netwofks].

An established specificatn for encoding information about an image into bits of data for
storage is known as a file format of an image. This plays a vital role, as the image saved to a
well-known format recognises itself as an image and provides relevant information like bit
deph and size, which in turn allows interaction with the file. Moreover, any program which
can follow the file format could open the file and display the image. Therefore, the aim of any

file format of an image is to store data efficierj@y.

Comparison of Electromagnetic data with irregular or discontinuous surfaces using the Feature
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To use the sirage capacity efficiently, it is important to make sure that the data is compact, for
this purpose image file formats uses fundamental data compressions techniques named lossy
and lossless compression. Both techniques use the redundancy of the imageés€d. The
Lossless compression is when the mathematical redundancy is reduced,Losgsle

compression is when the perceptual redundancy is red8ced

Some common i mage formats are Joint Phot og
Interchange FormdGIF), Portable Network Graphics (PNG), Bit Map Picture (BMP) and Tag

Image File Format (TIFF). These formats of an image are mostly used for printing and scanning

[15] [7].

2.1.6.1JPEG

TheJoint Photographic Experts Group (JPEG) is the international image compression standard
developed for multilevel images in greyscale and colour [16]. Naturally, JPEG is able to
compress large files. It can store up to 36 bits for applications in meddatemtific fields.

For RGB colour images, JPEG is capable of storing @gbits. It is used in other applications

such as web browsing, printing, scanning and in digital camera2[d5These files are often

stored withd . j eptengion

2.1.6.2BMP

Bitmap(BMP) was originally developed by the Microsoft Windows operating system as a non
compressed file format which is device driverctmvert and display images. This also uses
24-bit to display graphic images in colour and grayscale [28] Bit -mappedmages can be

used in digital document files and images in photograf@2ic [

2.1.6.3GIF

Graphic Interchange Format (GIF) most widely used for online graphics that supports lossless
compression .GIF represents both animated and static images with 256 colslasles of

grey. The advantage of a GIF format is that it occupies relatively smaller file size which makes
it easy to storand transmit the data rapidly across the network. GIF files are often saved with
the O0.9gi RB[2%k xt ensi on |

2.1.6.4PNG

Comparison of Electromagnetic data with irregular or discontinuous surfaces using the Feature
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Portable Network Graphics (PNG) is a computer file format which is widely used to store,
transmit and display images. Moreover, this format supports lossless compression and can store
large files which in turn provides data transparency. The advantadg@Ngs as that it supports

range of colour depths and simplifies the use of 16, 24 aut ¥ages. PNG file format is
capable to store up to 48 bits per pixel of RGB colour images atal 1 bits per pixel of

wi th the 28[23)[24p 0

grey scale image®NG files are commonly gae d exten

2.1.6.5TIFF

Tagged Image File Format (TIFF) was originally developed to support devices in digital image
processing such as printers, monitors and scanners. It supports lossless compression and
capable to store largédes without any loss in the detalDver the time, TIFF evolved in to

i maga]d22. A TI1 F|

The tablel below represents overall comparison of various file format discussed in this section.

colour images from grey scale

File

File Formats Description Advantages Disadvantages Extensions Application

U R e I A commonly used lossy Widely supported Lossy compression Jpg & jpeg  Web graphics and digital

Experts Group compression format. compression format could result in image photography.

(JPEG) for photos. degradation.

Bitmap (BMP) A simple and widely Widely supported It has large file sizeand  .bmp Window based
supported uncompressed ~ uncompressed format limited colour depth. applications and simple
format. suitable for simple graphics.

graphics.

Graphic A format that supports Suitable for simple Limited colour depth .gif Web graphics and simple

Interchange Format = WieliS B S @ | graphics. and not suitable for animations.

(GIF) animations. photographs.

Portable Network A format that supports Good for simple It has larger file size .png Web graphics, digital

Graphics (PNG) transparency and lossless  graphics and photos. when compared to photography and graphic
compression. JPEG. It does not design.

support older software.

WELER MERER SIEE A high quality format High quality and Large file size and not tif & .uff Graphic design,

Format (TIFF) that supports multiple suitable for widely supported. It is professional photography
layers. professional printing not suitable for web. and printing .

and archiving.

Tablel: Comparison of Image File formats.
Following the study of the fundamentals of images, the next section discusses Image

Processing anils techniquedn this research study, Image Processing involvatiatng the

trend and features of an imagetainedfrom realtime scenarios and EMC simulations.
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2.2 IMAGE PROCESSING

An image is processed to improve graphic and human interpretation, for data storage,
transmission and represent the outcomes from an independent machine pe2gptngital

images are made up of @imensional array of pixels which represents the ijghysjuantity

such as dimensions, colour and bit depth of an image, which when processed using a computer

or visual recognition provides useful outcomes that can be to interpreted by human / computer.

Digital Image Processing (DIP) is an interdisciplinaggtem that combines principles from
various fields such as engineering, mathematics, medical, satellite communications, optical
devices and in military applicatio26] [27]. Digital Images can be processed in many ways

as per the requirement, somelod image processing techniques are restoration, enhancement,
removing noise/blur or any feature extraction of an image, segmentation, comprasdion,
transformatiorj28]. With the number of processing methods, most common image processing
techniques useth various applications are Image enhancement, Image segmentation and

Image recognitiofi29].

2.2.1 ENHANCEMENT

An image is enhanced to provide a better visual representation. Images can be enhanced by
improving the visual quality of an image through manipulating its attributes such as brightness,
sharpness, colour balance, contrast and noise removal. The teclusigdiefor image

enhancement varies with respect to its applications and outcomes.

This can be broadly classified as spatial domain and frequency domain techniques. In spatial
domain, pixels of an image are directly manipulated. This technique is simpheléostand

and implement. Some of the commonly used spatial domain techniques are histogram
equalisation, sharpening and contrast stretching which are used in in real time applications such
as robaotics, surveillance systems and video procedsihide thefrequency domain technique

is based on filtering the high frequency and low frequency components of an image using
filtering methods such as Fourier, Wavelet, and Cosine transforms to enhance af2Bhage
[30]. This technique is used in medical imagingl aamote sensing applications that require

high quality image enhancements]2

In this thesis, it is important to understand image segmentation, as it plays a vital role data
acquisition for the research study. This is further discussed and applied in Chapter 4, Section

4.1. The Figure 10 below, shows enhanced images of an Eiffeléowhe original image,
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blurred image, 40% contrast, and 40% brightness of the Eiffel Tower are shown from left to

right.

(a)

(c)

Original image Blur image 40 % Contrast image 40 % Brightnessimage

Figure 10. Demonstration of enhancements in the Eiffel Tower image.

2.2.2 SEGMENTATION

Image segmentation is the procespaititioning an image into multiple regions or segments

[31]. Here, images are subdivided into a number of uniformly regular sections that are
connected but do not intersect. Each segment contains a group of pixels that represent a distinct
region of thernage. Further, each segmented region could be characterised by texture, colour,
and shape for the purpose of analy28] [31]. Segmentation is performed with the goal of

identifying and extracting meaningful information from an image.

Therefore, segmeinig an image into multiple sections aids in image analysis and processing
for further applications such as medical imaging, object recognition, robotics, and autonomous
vehicles. In this thesis, it is important to understand image segmentation, asé yitlaysole

in segmenting input data for the research study. This is further discussed and applied in Chapter
4, Section 4.3. The belokigure11represents an example of image segmentation for the Eiffel

Tower.
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(a) (b)

Original image Segmentedimage

Figure 11:Demonstration of simpleegmentation in the Eiffel Tower image by partitioning
into three regions.

2.2.3 ANALYSIS
Image analysis is a technique that is used for the interpretation of visual information within an
image, such as patterns, texture, shape, colour, and other featuresrTheti Pat t er ns o
the regularity of the arrangement of objects or elements in an image. This can include features
|l i ke lines, shapes, and repeating objects. T
of an object or area in an image,igfhcan be described as smooth, rough, bumpy, or any other
attribute. The term "shapeo refers to the ge
described by its boundaries or edges and could include elements like curves, angles, and
corners. Theerm "colour" refers to the visual properties of an object in an image, which
include hue, saturation, and brightness. Moreover, the other features of an image could include

size, orientation, intensity, and depth.

These features can bgtracted using various image analysis methods including segmentation,
feature extraction and classification. The choice of these methods is applied depending upon
its applications such as remote sensing, medicine, computer vison anfB&j¢B3]. In this

thesis, it is important to understand image analysis, as it plays a vital role in developing the
proposed methodology for the research study. This is further discussed and applied in Chapter
4, Section 4.2. The beloftigure 12 represents an exangpshowing features such as pattern

and shape of the Eiffel Tower.
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Original image

Figure 12 Demonstrating features such as pattern and shape of the Eiffel Tower
The advancement of technology has led to a significant dependency on electronic systems such

as computers, mobile phones, and smart devices. These electronic systems play a vital role in
image processing as they are more adaptable and affoj@apl29]. This has created an
opportunity for computer vision to be applied in various applications of image enhancement,

segmentation, and analy$z] [36].

The most significant aim of computer vision is to achieve hulkanvisual recognition
techniques Desta all the processing methods available, human perception plays a vital role in
analysing an image because vision is the most advanced of our s¥5)19483][ Moreover,
human brains are the most powerful tool that can recognise differences, features, colo

pattern, and imperfections in an image

In the field of computational electromagnetics (CEM), image processing techniques are often
used to validate the accuracy of compuenerated results. One such technique that mimics
the visual interpretatiois known as the Feature Selective Validation (FSV) method. The FSV
method is a data comparison tool that decomposes the original pair of data sets into two
components: lowass components and highss components. The lgyass component
contains the "trerdinformation in the data, which represents the overall pattern or shape of
the data over time. The higlass component contains the “feature” information in the data,

which represents the specific oscillations or frequencies that are superimposedamdthe t

These lowpass and higipass components are then compared using a combination of
differences and derivatives of the filtered data. This comparison allows the approach to amplify

the effects of resonatike features in the data, which are frequesdigat are particularly

Comparison of Electromagnetic data with irregular or discontinuous surfaces using the Feature
Selective Validation method
Amruthavarshini Subburaya BharathPhD Thesis 19



Z, DE MONTFORT
UNIVERSITY
LEICESTER:

strong or prominent when compared to the other frequencies present in the data. This method
is important to aid the objective of the research, and thus it is important to understand the
evolution and implementation of the FSV methbdthe following section, the evolution of

FSV is explained, and the procedure to implement the FSV method is given in Chapter 3.

2.3 INTRODUCTION TO FEATURE SELECTIVE VALIDATION

In the field of Computational Electromagnetics (CEM), validation isss®ntial process that

is used to ensure the accuracy and reliability of modelling techniques. The models, such as
mathematical and computer simulations, are developed in CEM to analyse and predict the
behaviour of electromagnetic phenomena. These moaelsen used to develop and optimise

a wide range of electromagnetic devices and systems, including antennas, filters, and
communication systems. The validation procedure involves comparing the results from the
simulation model to the results from reedbrid data sets in order to validate their accuracy and
identify any differences or imperfections between the two. This is accomplished by comparing
the expected outcomes from the models to the actual measurements from-teIcedhta

[38].

Moreover, valdation is required for combining similar data sets in EMC applications such as
Digital Signal Processing (DSP), fingerprints, and retinal scanning. For example, in DSP,
validation is used to ensure that the algorithm employed for signal processing ibgisopr
replicates the reakorld signal. Similarly, validation is used in biometric applications such as
fingerprint scanning and retinal scanning to confirm the accuracy of the biometric data and to
prevent errors or false positives8[339]. Thereforeyalidation plays a vital role in the field of

CEM because it provides confirmation of the accuracy and reliability of the simulation models.

The initial method used to validate EMC (Electromagnetic Compatibility) data sets was the
visual evaluation methodEngineers would compare the data sets and identify the differences
between them. However, this approach had its own disadvantages due to subjectivity and the
potential for human error. This led to the development of other data comparison models, such
as rrelation and the Reliability factor. These techniques involved decomposing the original
data sets, which further led to the development of the Feature Selective Validation (FSV)

method.

Therefore, it is important to understand the visual evaluation meitdother data comparison

models to appreciate the need for FSV and how it is implemeireskample of typical EMC
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data sets is shown in the figut8 below. These data sets were obtained from a mode stirred
reverberation chamber with different stirq@ositions[39]. In general, these forms of EMC

results, would be examined for validation techniques.
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Figure 13: An example of typical EMC dafa9]
The visual evaluation method was an early approach used to validate data sets in the field of

Computational Electromagnetics (CEM). This method was based on the belief that the human
brain is the most powerful device for recognising similarities and differences between data sets.
This method can be determined in two stages: the constructioniofagmary model and the

analysis stage. Here, the human brain acts as a stimulus to observe the data throughout its path.

In the first stage of the visual evaluation method, an imaginary model is built to begin the
comparison of the data sets. This is danestablish a baseline against which the data sets can

be compared. In the second stage, the data sets are validated by extracting them into three
categories: atomic, relational, and positional. In the atomic extraction, complete data intensity
is obsered. In relational extraction, derivatives of the data are determined. Finally, in the
positional extraction, the coordinate locations of the atomic and relational extractions are found
[39].

However, thisvisual evaluation approach was also notedhi@mve some drawbacke/hen

several complex data need to be validated, the level of accuracy and focus tend to decrease due
to a multitude of reasons including fatigue, stress, etc. Moreover, individual perceptions vary
from one person to another throughfeliénces including experience and education which will

contribute to a spread of opiniof&8] [39].
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Therefore, this gave rise to an analytically based validation method, which was developed to
mirror the visual evaluation techniq(i@5]. The algorithmic approach for data comparison
techniques gave rise to two major techniques namely, the correlatioaliafdity factor for

the validation in CEM38]. These techniques are applied on a typical EMC data as shown in

figure 10 below.
2.31 CORRELATION

The correlation technique is the most commonly usethod for comparing data sets by
measuringheir similarity. This technique requires minimal computing to provide the best fit
between data poin{88] [39]. The correlation for discrete data pointgyigen in equation 1

below,
i w =E+'|= Yotk vged W 1)

Where,
X A Independent axis ranges from maximum to minimum
Iset 4 Intensity of the data sets
U4 offset function

2.32 RELIABILITY FACTOR

To determine the consistency between the experimental and modelled resulfgeid tife

low-energy electron diffraction (LEEDbhe Reliability Factorg R-Factor)weredeveloped.

The aim was to view t he dandzalofagidvandidvidy 0 unl i
1977 developed the first-factor[38] [39]. They emphasized matching the peak positions

rather than peak height by differencing the first derivatives of the data, which compares the

full spectrumF(f) as given in the equatidh
T stvall rFEvalls 2
Whet,
L v gA«First derivative ofset
f A Maximum to minimum values of the independent axis

Second derivatives were obtained and used to compare the sharp features of the data through

the weighting factowW(f) as representad equation 3
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o =l ol 3)

skvg fs ¢

Where, t skvg I%+.
Li 'O Second derivative dbet

The Normalized average intens@@yallows the assessment based on the shapes and position of

the featuress given in equation .4

BE+§|= valks

|= BE:{::I: V< (4)

However, they did not consider the amplitudes. The global int&gpis determined by
introducing reducing factdk to eliminate the dependencies ofd&tor such as peaks, slopes,

positions and feature with reference to intensity sigeahown in equi®n 5 and 6

#

- BE+_-|= valk ()
where,  #, B+ B
=| ﬁ—iBtf’aﬁ:& .=| I (6)

Van Hove introduced another widely usedHactot proposingfive formulae Rfactor to

measure of position and widths of peaks, the shape of the peaks, number of peaks, shoulders
and valleys and their relativeeights[39]. Equat i on 7 and 8spropgsadesent
R1 and R2.

] Bt+§'= vak rtvalks

BE+§L valks (7)

BE+_° “valk rtvalk

i G ®

R1 and R2 determined peaks, heights and widths. They did not measure shoulders and valleys.

To accommodate this, Van Hove proposed R3, R4, and R5 as given in the equations 9,10 and
11.

] Jog o Vog¥hiD migtwm il 9
18 e v ¥iogengtwyg ©
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Bﬁf.“"- 1 rtval
1 ‘Blif'f.s':'- L B

(10)

=| BE+_.I='II Frve Al

oftrtvad -

Finally, the Total discrepandyy for the signals compared is given by the vector addition of

the five RFactor defined earlieas shown in equation 12.

4 4 4 4 4 A (12)

These validation techniques involved decomposition of original data. This led to the
development of different approaches for the automated validation considering the current
techniques and enhancing them. This in turn led to development of the Featgtevesel
validation (FSV) techniquE9].

24 WHAT IS FSV?

The FSV method was developed by reiterating visual evaluation technique, with the aim of
providing more accurate and reliable validation model. Primarily, typical EMC data sets as
shown inFigure 13, are compared with the FSV technique. The general shape of this data has

rapid variation features superposed onto a stwmving trend line.

The FSV method decomposes the original data into two major components, namely, Amplitude
Difference Measw (ADM) and the Feature Difference Measure (FDM). The ADM measures
the difference in overall trend information and the consistency of amplitude of the data sets.
While the FDM measures the consistency of rapidly varying features of the data sets. The
Globd Difference Measure (GDM) is determindg combining the ADM and FDM. The

GDM provides an overall measure of the differences between the daOpdd] [42].

The FSV method compares each point of the EMC data sets from origin to end onla/point

poo nt basis. Thus, providing comparison outopu
the in the FSV outputs represents the pbipoint comparisorfinally, the ADM, FDMi and

GDM:i are considered to obtain the histogram for the above measure. These are known as the
confidence histograms, represented as ADNMDM: and GDM [37][5]. The confidence
histograms provide a visual representation of the distribution of differences betwedatdh
sets.Since FSV technique is an enhanced version of visual evaluation method, the result

comparison involve interpretation suchféxcellend, iVery Good, AGood, fiFairo, APooIo,
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fiVery Poob [39] [40]. These results are directly related to the visual rating scale as shown in
Table2. The detailed steps to perform FSV algorithm using the IEEE Standard (Std},1597
which is the IEEE Standard for Validatioof Computational Electromagnetics (CEM)
Compute Modelling and Simulationf?] is given inChapter 3 Section3.1.

FSV value (quantitative) FSYV interpretation FSV Visual six
(qualitative) point scale

Less than 0.1 Excellent |
Between 0.1 and 0.2 Very good 2
Between 0.2 and 0.4 Good 3
Between 0.4 and 0.8 Fair 4
Between 0.8 and 1.6 Poor 5
Greater than 1.6 Very poor 6

Table2: FSV Interpretation40] xDM indicates ADM, FDM or GDM

Moreover, the quality of the results is determined by obtaining the total value for ADM, FDM
and GDM which is given by single value and represented as {ADRMDMiot and GDMot
[40][41].

The FSV method was broadly used for validation in CEM and EMC applications. However,
severalchallengesvere addressed to enhance and make the FSV method pret]cdlhe

FSV method was directly compared with the visual evaluation method. This was achieved by
comparing the confidence histogram outputs from the visual evaluation method and the FSV
method. The agreement of the compared outputshveastested in both fuzzy driloat logic.

The fuzzy logic is developed to achieve better agreement with visual comparison outputs by
overlapping the probability functions of two adjacent categories of the histograms. While the
float logic is developed to improve the consistency isLi@ evaluation by changing the
boundary location instead of the probabilitymctions B3] [44]. Moreover, in [4], the FSV
method was compared to the visual evaluation method to confirm that the FSV predictions
provide a similar benchmark to the viseafaluation method. It also assures that this design
technique is applicable to enginee®ther applications where FSV method was used are

discussed below.

The FSV is performed to a pair of simple wave forms such as outputs from crossed lines pairs,
Edgefeature, Gaussian waveform, Antenna Radiation pattern. Here, the outputs from FSV

technique seems to respond to variations in amplitude and feature associated aspects of simple
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waveforms. As a result, FSV is an excellent tool for comparing data setstatisaaii [46].

The return loss from various twisted pair cables were observed using FSV method to obtain
point by point comparisongt]]. S - Parameters of two horn antennas results were obtained
from the reverberation chamber and the FSV method was applied on the results to compare

them [47]. Real time emissions from electronic circuits were analysed using FSV &pol [4

Two Multiple Input Mutiple Output (MIMO) antennas with FR substrate is placed vertically
as shown irFigure 14 below. This MIMO antennas wadesignedsimulated and optimised
using Computer simulation technology (QSWwhichis a software used to design and analyse
EM tools. Rnally, using the FSV method, thegarameter results of the MIMO antennas were

guantified, and the reliability and confidence histograms were obtpdégd

mim

Figure 14: Design of two MIMO antenna placed vertical4g].
Similarly, in [50] aduatband MIMO antennas were designed with-#Bubstrate at operating

bandwidth of 2.18GHz 2.51 GHz and 3.25GHz3.96 GHz respectivelyThe S parameter

results and measurement at different bandwidth are compared using FSV toathertify

the accuray of antenna measuremenitsie Figure 15 below represents the simulation model
of theduatband MIMO antennas.

Comparison of Electromagnetic data with irregular or discontinuous surfaces using the Feature
Selective Validation method
Amruthavarshini Subburaya BharathPhD Thesis 26



Z, DE MONTFORT
UNIVERSITY
LEICESTER:

Figure 15: Simulation model of the dudnd MIMO antennas [3.

The FSV method for the transient phenomenon is obtained at three stages, starting from the
initial quiescent phase (t = 0) to the transient event, then from the transient event to a predefined
limit. Finally, there is the podtansient phase, where sonmegy is still present in the system

but is dwindling back to the quiescent state. These stages are analysed by verifying offsets and
weighted systemfbl]. In [52], the averaging result of FSV was demonstrated by obtaining
FSV for multiple data sets andein comparing the overall results. Three such examples are
provided in[52]. A 1-dimensional dynamic sea surface is modelled using the Monte Carlo
method in53], and the influence of different wind speeds on the sea surface, gravity spectrum,

and tenor sgctrum is analysed using the FSV method.

However, the above applications of the FSV were simple examples. Some complex data sets,
like aircraft, vehiclemounted antennas, and others, are discussed below, which would provide
a deep understanding for theeasch study. 1f54], controlled radio frequency measures were
analysed in U.S. air force aircraft to predict CEM quantities. The effects of the electromagnetic
environment were evaluated using the FSV methaire B below shows the top view of the

aircraft, where the hidighted parts are the probes labelled and configured.
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Figure 16: Top viewof the aircraftwith probes setups4]

Here, the highlightedreasare where probes are set up amburethat every wall of the
anechoichambereceives the RF energy as much as possible. Other parts of the aircraft are
covered with foam and testethere were esven differentircraftantennasested hereThese
antenna included Very High Frequency (VHF) and Ultra High Frequency (UHF)
communicatbn antennas, aircraft navigation antenresd three locallyplacedtelemetry
antennasThe Gaussian derivatives of the antennas were obtained using CoSiputiation
Technology (CSY. ComputerSimulation Technology isa software for designinggnalysing

and optimsing electromagnetic (EM) components and systeé¥iosv the physical output and

CST output were compared using FSV metfet]. This application tests only a part of an

object and hencdiffers from other applicatiosiof FSV.

In [55], similar aircraft is exposed to High intensity Radiated Field (HIRF) to thest
robustnessgainstcatastrophic effectd his is donaisingnonrintrusive method, which means

there is no disruption to the aircraluring the testing process. This ensuhed the testingf

the model is safe and accurate, while also providing useful results on the aircraft's robustness
to HIRF effectsFinally, the FSV method is appli¢d thesimulated and measured results of

the HIRF effects to obtain the reliabilityhé confidence histogramSimilarly, in [56], the
shielding effectiveness of aircraft under HIRF condgiaastested. The results were obtained

from two numerical tools and compared usingFSV method.

The Radar Cross Section (RCS) measurement of a Brahmos missilé is ffositioned

horizontally, and the incident wave is polarised vertically. The obsenvatigle for pitch is O
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degrees, and for orientation, it iss080 degrees, with a-degree intervalFigure 17 below

represent thechematic othe Brahmos missile positioned @te observation angle.

Figure 17. Brahmos missile's schemasihowing observation ang[87].

Now, the RCS at frequencies 1 GHz and 6 GHz is calculated. This missile is tested across
various electromagnetic measurements, such as the Physical Optics (PO) method, the Finite
Element Method (FEM), and the Moment Methtdtb{(\). These results are compared using

the FSV method. Unlike the above applications, here three sets of data are compared.

Therefore, this leads to the comparison of multiple data sets.

In [58], the FSV method is used to compare multiple data sets. tHer&nalytic Hierarchy
Process (AHP) is usdd observe multiple data sefsn example of the crodalk model is

shown in Figure 8 below. This AHP approach increases the number of data sets. Therefore,
pairwise comparison of data sets is done layer ygr]Jand then a weighted FSV is obtained.

This provides a clear output for multiple data sets.
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Figure 18: Cross talk model [§]
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The quantification of FSV by removing or reducing data points is done by-gampling and
undersampling [®]. The downsampling is done by resampling the original data sets and
creating a subset, as showririgure 19 below. These subsets are then compared using the FSV
method. On the other hand, the undampling approach involves missing data randomly or
continuously. The missed data points are predicted by the linear interpolation method, and then
FSV is applied taghem.

Point number

Data length=2n | 1234567 2n ]

Subset length=n
(First layer)

246810 2n

13579 (2n-1)

Subset length=n/2

(Second layer) | 1591317 |[37111519] [261014 18 [ 48121620 |

/O

I T I I I Y

Figure19: Down sampling method £

As seen above, with the developing applications of FSV within the EMC and CEM
communities, more complex data such as imag&sp23-D electric and magnetic fields, and
surface currents on an antenth@vice or from an aircraft during lightning are inevitable.

However, this is challenging when the number of parameters in data sets infg@jases

For this, the multdimensional FSV method was developed, which is explained in the below

section.
25 MULTIDIMENSIONAL FSV

A data is called multidimensional when the number of degrees of freedom in the data sets
develops. In the -B FSV method, the Amplitude Difference Measure (ADM), Feature
Difference Measure (FDM) and the Global Difference Measure (G&#lpbtained for both

X and Y direction which is represented (x,y).UnlikeD1FSV, a sub measure of the low
frequency componengeconsidered61]. Initially, when the2-D FSV method wadeveloped

and implemented,2-D data were treated as foldedD1data and thus only first order
representation of-B filters were used to achieve ththough this method was simple and
easy to implementt does not allow the nD data to differ or vary in it features in all direction.
This is becausthe converted-D data were collected together in one directidrereforethis
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method did not provide convincing resui3]. Thus, this approach was limited2éD data

sets.

This in turn , led to thgeneral approach followed in stiard1-D FSV, thatwas performed

by applying2-D Fourier transform for the data instead e Fourier transfornj62]. This in

t urn pr ovwhidhecan be dodled ® the standard FSV interpretation scale specified in
table (1) above. However, this approach was challenging when the number of data points differ

in x and y direction.

To overcome these limitations, an iterative process to studyatiaeis given ij63]. Here, 1

D FSV is repeatedly used on every row and column of data. Now, the weighted root square at
each point of intersection between row and column data are given to obtain the combined
ADM, FDM and GDM. This in turn provides vads that can be interpreted using normél 1

FSV interpretation scale as [i8]. This is further explained in detail under chapter 3 section

3.1.6 Moreover, this approach provides xDMi 0s
and y direction and thlsuproviding the number of degrees of freedom. On the other hand, the
major advantage of this approach is that it can be used on nD data without any changes in its

process, thus allowing improvements and enhancememt® iRV [64] [65].

Extending the diransionality of the data play a vital role in development and improvement in
FSV method. Wher-D FSV is extended i13-D FSV, it uses the generalised nD approach
which is to repeatedly udeD FSV as given if58]. In the3-D FSV, the Amplitude Difference
Measure (ADM), Feature Difference Measure (FDM) and the Global Difference Measure
(GDM) are obtained for X, Y and Z direction which is represented (x[¢4) The most
challenging aspects of nD FSV is to obtain visual assessment to verify its outpait&ficult

to visually evaluate data in higher dimensipéd [65].
Few applications to verif-D and3-D FSV are given below:

In [61] simulations for the roof antennas mounted on vehicles are analysed tBiRk$¥
method. This is done based on similarity degree, which is represented as ADM, FDM and GDM
in 1-D FSV. The field distribution of vehicle mounted antennas are compared2BifV
method in[66]. Here, twomonopole antennas are placed in the rear roof and rear wing of the
vehicle where it is surrounded by the electric field.

The similarity between the measured, computed dat2-&h&SV method is analysed which
separated thamplitude and feature of the data. On the other hand, tolerance value for the
ADM, FDM and GDM are considered for the purpose of evaluation scales. Similar approach
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of 2-D FSV is given in62] a small difference here is that the DC components on thaésdata
also considered to provide the xDMi 6s.
Now, both the2-D and3-D FSV algorithm were applied on a LIVE video and analysed in
[63] and[64] respectively.

The field distribution of vehicle mounted antennas are compared 24ng§SV method in

[66] tow monopole antennas are placed in the rear roof and rear wing of the vehicle where it is
surrounded by the electric field. The similarity between the measured, computed data and
FSV method is analysed which separated the amplitude and featurelafahe

In [67] the StochasticCollocationMethod(SCM) is used to measure uncertain détaSCM,

the collocation points increase exponentially with increase of dimensionality. Therefore,
reducing the computational efficiency. To overcome this, a new SCiénse called
DimensionReduced Sparse Grids Scheme (DRSGM) is developed where the number of
collocation points is proportional to the dimensionality Here, simulation of two shielding
effectiveness is built using Computer Simulation Technology (CSTWwad, which include
random size and placement of an aperture in a shielded box. TherDtle@ 3D FSV

technique is applied to the shielding box to obtain the performance of the{SR®&Gnethod.

The major strengthand drawbacks d?-D FSV is elaborted in[68]. Here, an Image quality
assessment (IQA) is performed. The IQA data base generally holds distortion free reference
images. Now th&-D FSV method is applied on these images. It is concluded by saying that
the 2-D FSV method is more accurate goaned to the LIVE data results mentioned6]

[62].

In [69] the major challenges faced in building amimensional FSVare discussed. This
includes, a mathematical framework for FSV, mirroring with visual perception and positive

and negative transient points.
2.6 PROBABILITY DENSITY FUNCTION (PDF)

Generally, poinby-point FSV provides qualitative and quantitative results that could directly
link with visual evaluation. These outputs are then binned into a confidence histogram with
six categories (Excellent, Very Good, Good, Fair, Poor, Very Roshown in table [I70].

These confidence histograms are one of the simplest techniques used in FSV to interpret the
quality of the dat§70Q] [71].
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However, the broad classification in histograms could mask some of the detail in the
comparative result disbution [70]. Also, the number of bins opted, plays a vital role in
interpreting histograms as jii1]. On the other hand, it is difficult to obtain a smooth density
function from a histogram due to the number of bins used, it is either-smi@othed pover
smoothed histogrami’2]. When FSV is applied in multiple comparisons such as model
improvements or data optimisation, the histograms are not sufficiently qualified to interpret
these results as it is difficult to overlay two or more histogramgtiegéor comparing the data
[71].

To overcome the above discussed issues, and a smooth density function; continuous Probability
Density Function (PDFs) is derived from the pdagtpoint FSV.The PDF can represent the
distribution of quantitative results in simpler form when compared to the confidence

hi stogr ams. Mor eover, PDF©O6s can provi de S |
measurements, between measured versus visual data and differpatataonal model$60]

[7]. The use of PDFO6s i n mul7]1.iTgfurteerinvastigate tbeo mp a r |
results, norparametric test methods such as Kolmogesavirnov (KS) test can be used in
PDFO6s. This test | s yrassiimptsom on dha distridutoa sf the data ma k
[70] [71].

Further, PDFs allow statistical moments such as variance, skewness and kurtosis to analyse
FSV performance. It is a key advantage of using FSV technique. In datasets, variance provides
the details othe dispersion, skewness provides measure of symmetry of the shape and kurtosis

provides measure of flatnelgd].

The steps followed to obtain PDF, K&st and other statistical moments and further explained

in detail in chapte8.
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As seen in Chapter 2, Section 2.3, the Feature Selective Validation (FSV) method was
developed to aid comparisons performed as part of the validation of Computational
Electromagnetics (CEM). It primarily focuses on applicationElectromagnetic
compatibility (EMC).

The FSV is a data comparison technique based on the decomposition of the original data into
amplitude and feature data [1] [4]. In addition to these outputs, the FSV method also provides
a singlevalue goodness di, which is a statistical measure of how well the two data sets
match. This measure can be used to determine the overall similarity between the data sets.
Moreover, density functions and statistical analysis are also calculated to provide further

insightss into the comparison results.

Therefore, in this chapter, steps on how to apply the FSV method to data sets and interpret
the results, making it a valuable tool for comparison and validation in various fields,
particularly in the field oElectromagnetic Compatibility (EMC) is discussed in detail. The
implementation procedures for the FSV method are explained in this chapter, Section 3.1,
including the 2D FSV method and its extension to th® SV approach in Section 3.2.

3.1 IMPLEMENTATION OF 1 -DIMENSIONAL FSV

The basic procedure to implement FSV consists of 6 major steps, which are performed on a
range of workingdatasetsFigure 1, below represents the process flow chart of the steps
developed to implement FSV method.

Figure 1 Steps to Implemedt Dimensional FSV

Thesesteps were further developed using MATLAB, a programming language developed by
MathWorks and used as a computation tool in various applications including Mathematics,
Science and Engineering [RIATLAB is proprietary software that is widely used for

numercal computing, data analysis, and visualisation. It has a vast range of capabilities and
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