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detection and repair policies that are speed of detection, location and repair. Real losses 

are usually the major part of the water loss. This shows that the real losses in WDSs can 

be driven down by reducing pressure in the system, improving the speed of detection, 

location and repair of burst, also by infrastructure improvements. While, apparent losses 

comprise from pilferage consumption (theft and illegal use) and metering errors. Not all 

the losses of the WDSs consist of the real and apparent losses only, but also the overuse 

or misuse of water. 

The options available to reduce the leakage are represented diagrammatically in Figure 

1.2. This shows that leakage can be reduced by reducing pressure on the system, 

improving the speed of detection, location and repair of leaks and also by infrastructure 

improvements. Water companies undertake a mixture of these complimentary actions. 

General pipe rehabilitation is the most costly and long term action, but is undertaken to 

improve a number of different factors including leakage and water quality. Operational 

pressure management is a cost-effective means of reducing leakage over whole sub-

networks, and for reducing the risk of further leaks by smoothing pressure variations. 

Pressure management also has other important benefits in addition to the reduction of 

existing leakage. 

 

Figure 1.2. Schematic representation of leakage reducing options (Lambert 2000; Thornton and 
Lambert 2005) 
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(DMAs) (Alonso et al. 2000; Prescott et al. 2005; Ulanicki et al. 2000). Single-feed 

PRV schemes are often adopted for ease of control and monitoring but risk supply 

interruption in the event of failure. Multi-feed systems improve the security of supply 

but are more complex and incur the risk of PRV interaction leading to instability 

(Prescott and Ulanicki 2004; Ulanicki et al. 2000). 

Pressure management is more efficient if there is a possibility of automatically adjusting 

the set-points of a PRV (The PRV outlet pressure) according to the PRV flow - so called 

flow modulation. The PRV set-point can be adjusted electronically or hydraulically. The 

former require the use of a flow sensor, a microcontroller and solenoid valves acting as 

actuators. The major disadvantages of this solution are the necessity of providing power 

supply and the exposure of the electronic equipment to harsh field conditions. A 

hydraulic flow modulator is a much simpler and robust solution. 

The AQUAI-MOD® hydraulic controller manufactured by the Aquavent company 

(Peterborough, UK) is probably the first hydraulic flow modulator available on the 

market. The AQUAI-MOD® hydraulic controller can be used to implement optimal 

pressure control strategies by modulating the outlet pressure of the PRVs according to 

the flow. This will minimise continuous over pressurisation of the mains and therefore 

reduce stress on the mains causing potential leaks. 

During implementation of a pressure control scheme, both steady state and dynamic 

aspects should be considered (Brunone and Morelli 1999; Prescott and Ulanicki 2003; 

Prescott and Ulanicki 2008; Ulanicki et al. 2000). The steady state aspects ensure that 

PRV set-points are changed according to the demand to minimise background leakage 

and to satisfy the minimum required pressure at the critical nodes. The dynamic aspect 

considers preventing excessive pressure hunting (oscillations) across a network caused 

by interactions between modulating valves and dynamics in water networks. A better 

understanding of the dynamics of PRVs and networks will lead to improve control 

strategies and reduce both instabilities and leakage. 

Supervisory pressure control schemes cover wide areas, and has a crucial role to play in 

background leakage reduction, burst reduction and quality of supply; stabilising 

pressure for customers; reducing the demand for energy and reducing overall water 

supply costs (Cembrano et al. 2000). 
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Water utilities use pressure management to reduce background leakage and the 

incidence of pipe bursts and to extends infrastructure life (Thornton and Lambert 2007). 

Furthermore, the pressure management is considered jointly with energy management 

because both problems are interlinked, hence pressure management reduces leakage and 

subsequently reduces energy consumption by reducing the pumped volume of water and 

therefore reduces unnecessary energy costs (Colombo and Karney 2002, 2009). 

1.2 Energy Management in Water Distribution Systems 
The water utilities have started to investigate the integration of on-line telemetry and 

optimal control systems in an effort to reduce the operating costs. Supplying water can 

consume large amounts of electricity, which generally constitute the largest expenditure 

for nearly all water utilities worldwide. These energy costs depend on the energy usage 

and the energy rate. Energy rates are often structured to promote off-peak energy usage 

with lower rates and penalize peak period with higher rates. Energy-saving measures in 

WDSs can be realized in different ways, from field-testing and proper maintenance of 

equipment to the use of optimal control. Energy usage can be reduced by decreasing the 

volume of water pumps, lowering the head against which it is pumped, or reducing the 

price of energy, and increasing the efficiency of pumps. Utilities can further reduce 

energy costs by implementing on-line telemetry and control systems, and by managing 

their energy consumption more effectively and improving overall operations using 

optimized pumping operations and reservoir control. One of the greatest potential areas 

for energy cost-savings is the scheduling of daily pump operations. Scheduling of WDS 

operation is a complex task, and consisting of applying cost saving measures whilst 

aiming to satisfy various constraints on the system. The most significant savings may be 

made by concentrating the highest power pumping during the night, when electricity is 

least expensive, and running the variable speed pumps at its maximum efficiency. This 

leads to filling the reservoirs over the night, which can be emptied during the day, thus 

reducing the amount of pumping required meeting consumer demand. Typical 

constraints, which should be considered in the optimisation problem include choosing 

proper pumps that have sufficient driving head to overcome hydraulic losses and supply 

user demand, keeping reservoir levels within set bounds to avoid the danger of 

overflow, and at the same time to maintain security of supply, keeping mains pressures 
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reducing the leakage in the mains (pressure control aspect) and minimising the electric 

power consumption by the pump stations (optimal pump scheduling aspect). Reduction 

of leakage, hence savings of clean water, can be achieved by introducing pressure 

control algorithms (Ulanicki et al. 2008a; Ulanicki et al. 2000). Reducing electricity 

cost by pump stations can be achieved by increasing electrical efficiency of the drivers 

and the frequency converters and the mechanical efficiency of the pumps, scheduling of 

pumps so that they operate during off-peak period (cheap electricity tariff) and close to 

the best efficiency point, and reducing the volume of pumped water by minimizing the 

background leakage.  

In order to integrate the optimisation of pump schedules and the optimal pressure 

control, if the PRV inlet pressure is higher than required it could be reduced by 

adjusting pumping schedules in the upstream part of the network, in the cases when this 

is possible (i.e. when there is not an intermediate distribution reservoir at the upstream 

side). Modern pumps are often equipped with variable speed drives, therefore, the 

pressure could be controlled by manipulating pump speed, thus reduce leakage and 

energy use. The proposed approach is an extension of the pump scheduling algorithms 

described in (Bounds et al. 2006), and based on nonlinear programming (NLP) and 

novel local search approach supported by heuristics derived from numerous industrial 

case studies. The developed algorithm includes the simplified models of the network 

(Ulanicki et al. 1996) to reduce the calculation time and improve robustness of the 

algorithms in order to satisfy real-time requirements. The module calculates time 

schedules for treatment works, pumps, valves, and reservoirs. Furthermore, taking into 

account the presence of pressure-dependent leakage whilst optimising pumps operation 

influence the obtained schedules. It can allow control rules to be derived for the 

transmission system by running different hypothetical scenarios and synthesising these 

rules. Original contribution presented in this thesis to knowledge is creating a new 

methodology for combined energy and pressure management.  

1.4 Aims and objectives  
The presented work aims to develop a novel approach and practical tools for pressure, 

leakage and energy management in order to improve customer service and efficiency of 

WDSs. Pressure, leakage and energy management is an essential component of a 

strategy to improve customer service and to reduce energy usage and water losses. The 
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Chapter 2 

2 Literature review  

This chapter gives a comprehensive overview of the state of the art of the two main 

problems considered in this thesis, pressure and leakage control, and energy 

management in WDSs. The chapter is split in two sections discussing the scientific 

progress made in the disciplines of pressure and leakage management, and energy 

management in WDSs, respectively. Each section looks at the different algorithms that 

have been applied to either problem, and how the individual approach has contributed to 

knowledge in the respective field. Judgement is based on the achieved final solution of 

the specific algorithm (in terms of accuracy, applicability, necessary model 

simplifications, and computational efficiency) and how it helped or inspired other 

scientist to develop on their original idea. 

2.1 Pressure and Leakage Management in WDSs 
Water companies have tried many management strategies, which are general pipe 

rehabilitation, direct detection and repair of existing leaks, and operational pressure 

management. General pipe rehabilitation is the most costly and long term action, but is 

undertaken to improve a number of different factors including leakage and water quality 

(Clark et al. 2002; Engelhardt et al. 2000). Direct detection and repair of existing bursts 

is one of the most powerful policies, that is used to prevent the high level leakage from 

burst. Detecting and reducing burst is an attractive solution, and many algorithms have 

been developed to predict and detect the location and quantify the leakage in WDSs 

(Koppel et al. 2007; Mounce et al. 2003; Wu and Sage 2006). Operational pressure 

management is a cost-effective method for leakage reduction over entire DMAs, and for 

minimizing the risk of further leaks by smoothing pressure variations. Many researchers 

have presented, developed, and implemented various methods and algorithms to 

optimise the operational pressure, and the results showed that, the leakage can be 

reduced by up to 60%. Burn et al. (2002) analysed the effect of employing pressure 

management techniques on the operating cost of WDSs, which increases the savings by 

a 20-55%. Girard and Stewart (2007)  described implementation of the pressure and 
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leakage management strategies on the Gold Coast, Australia, and the results revealed a 

good opportunity to achieve significant water savings. Marunga et al. (2006) 

implemented a pressure management as a leakage reduction, in Mutare, Zimbabwe. The 

results showed that an operating pressure reduction from 77 m to 50 m resulted in 25% 

reduction in the total leakage. 

2.1.1 Lineari zation methods 

Miyaoka and Funabashi (1984) introduced a modelling technique and an optimal 

control scheme for water distribution networks. To overcome the large scale and 

nonlinearity of the network, a network aggregation method and a two-level control 

scheme were developed. The first level of the scheme decided operating points using a 

nonlinear optimization method, where the pressure/flow equations were solved using a 

high-speed technique derived from network flow theory. The second level was a 

feedback control around the operating points, which absorbed estimate error and small 

variations in consumption. 

Sterling and Bargiela (1984) considered the problem of minimisation of leakages due to 

over pressurisation in a water distribution network , and presented an algorithm for 

computation of the optimal valve controls based on the sparse revised simplex method. 

To cope with the non-linearity of the system a method of iterative linearization based on 

the Newton-Raphson process was used. Simulation results indicated a potential for 20% 

reduction of the volume of leakages using optimised valve control. 

Jowitt and Xu (1990) described a successive linearization of the nonlinear network 

equations using the linear theory method. The resultant linear system allows linear 

programming techniques to minimize the leakage by determining the optimal setting of 

control valves. The numerical results exhibited that the overall reduction in leakage was 

about 20%. 

Chen and Powell (1990) presented an algorithm to calculate the optimal valve settings 

in order to reduce leakages in a water network. The optimisation problem was linearised 

using the method of the least absolute values estimation. Based on state estimation for 

online monitoring of water networks, the formulation of the optimization problem lead 

to a linear programming problem. For such a problem, the sparse revised simplex 

method was employed, which showed effectiveness in speeding up solution time and 

enhancing numerical stability. 
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Germanopoulos (1995) integrated the linear theory method into a linear programming 

technique for the excess pressure minimisation problem taking into account the pressure 

dependent leakage term. The linear theory method was used in the iterative linearisation 

of the nodal flow continuity constraints. The resulting linear program was solved at each 

iteration until convergence to an optimal solution. 

2.1.2 Nonlinear Programming 

Vairavamoorthy and Lumbers  (1998) and Alonso et al. (2000) developed an 

optimization method to minimize the leakage in WDSs through the most effective 

settings of flow reduction valves included of pressure-dependent leakage terms in 

network analysis. The valve setting optimization problem was formulated as a NLP 

problem and was solved using a sequential quadratic programming (SQP) method. 

Ulanicki et al. (2000) investigated a method for planning and implementation of on-line 

control strategies of predictive and feedback control for areas with many PRVs and 

many target points. The considered methods explicitly take into account a leakage 

model. The optimisation of PRV outlet pressure was expressed in the form of non-linear 

programming problem, and was solved using a solver called CONOPT based on the 

generalised reduced gradient method (GRG). 

2.1.3 Evolutionary  Computing and Genetic Algorithms 

Savic and Walters (1994) presented a methodology for pressure regulation in a water 

distribution network encompassing the principles of evolutionary design and GAs. The 

optimisation problem of minimising the pressure heads was formulated with the settings 

of isolating valves as decision variables and minimum allowable pressures as 

constraints. The algorithm developed incorporates a steady-state network analysis 

model based on the linear theory method. 

Araujo et al. (2006; 2003) developed a model with the capacity to support decisions 

regarding the quantification, localisation and opening adjustment of valves in a network 

system with the objective to minimise pressures and consequently water losses. Two 

operational modules were established: the first for the evaluation of an objective 

function to optimise the localisation of valves in the network system, and the second for 

the opening valve adjustment in order to optimise pressures through the evaluation of an 

aptitude function. 
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Awad et al. (2003) addressed the problem of appropriate electrical motor valves setting 

for the pressure regulation of a water distribution networks for specified nodal demands 

by using both GA and a concept known as Shuffled Complex Evolution-University of 

Arizona (SCE-UA). The comparison of the results from both algorithms showed the 

superiority of SCE-UA technique to reach the optimal solution using fewer function 

evaluations than GAs. Awad et al. (2005) presented another technique for improving the 

existing optimal pressure regulation and leakage minimization algorithms for 

supervisory water distribution networks. Self-Organized Map (SOM) and an 

unsupervised Artificial Neural Network (ANN) were trained with the assistance of 

Supervisory Control and Data Acquisition (SCADA) to classify well regulated pressure 

cases for the water distribution network based on its actual values of flow meter 

readings which reflect the real network water demands or consumption. After training 

the SOM, a simulation step was used to classify the unregulated pressure cases into the 

different model classes. Based on the classifications the appropriate electrical motor 

valves setting of the well pressure regulation events were used for the unregulated ones. 

Using SOM as a pre-optimization method could prevent all errors resulting from 

applying optimization models, save its computational time and provide an on-line 

pressure regulation method. The computational results showed the effectiveness of 

using SOM as a pre-optimization tool for regulating 74% of events within the target 

pressure range. Awad et al.  (2009) described a practical methodology for optimal 

pressure regulation in water distribution networks. The methodology could be used to 

design DMAs by employing PRVs to reduce excessive outlet hydraulic pressure at 

certain times of the day. The proposed method used GA to identify the optimal DMA 

boundaries and to determine the optimal type, location and setting of the PRVs. The 

developed optimization algorithms used both fixed and time modulated PRVs. The 

objective functions estimated benefits of reducing pressure on leakage, pipe burst 

frequency, pressure-sensitive water consumption, active leakage control effort, and 

energy consumption and customer contacts. 

Nicolini and Zovatto (2009) addressed the problem of optimal pressure management in 

WDSs through the introduction and regulation of PRVs. The determination of the 

number, location, and setting of such valves was formulated as a two criteria 

optimization problem and was solved with multi-objective GAs. The one criterion 
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corresponded to minimisation of the number of valves, and the second was to the 

minimization of the total leakage in the system, when maintaining the required pressure 

at all nodes in the system. 

2.2 Energy Management in WDSs 
In this section, a review of the state of the art of optimal control algorithms for water-

supply pumping systems is presented. This is preceded by an overview of the 

components of a typical control system. Potential control algorithms are then examined 

and categorized based on their applicability to systems of differing characteristics. 

Ormsbee and Lansey (1994) reviewed the existing optimal control methodologies for 

water-supply pumping systems, and classified methodologies on the basis of the type of 

system to which the methodology can be applied (single source-single tank or multiple 

source-multiple tank), the type of hydraulic model used (mass balance, regression, or 

hydraulic simulation), the type of demand model used (distributed or proportional), the 

type of optimization method used (linear programming, dynamic programming, or 

nonlinear programming), and the nature of the resulting control policy (implicit or 

explicit). Advantages and disadvantages of each approach were presented, along with 

recommendations for future work. The applicability of technology to an existing water 

supply pumping system was examined in light of existing technical limitations and 

operator acceptance issues. 

2.2.1 Linear programming method 

Linear programming is a technique for the optimization of a linear objective function, 

subject to linear equality and inequality constraints. Given a polytope and a real-valued 

affine function defined on this polytope, a linear programming method will find a point 

on the polytope where this function has the smallest (or largest) value, by searching 

through the polytope vertices. Linear programs are problems that can be expressed in 

canonical form: 

 
TMinimize (or Maximize) :

Subject to :     .A
 

where x represents the vector of variables (to be determined), c and b are vectors of 

(known) coefficients and A is a (known) matrix of coefficients. The expression to be 
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trajectories by time decomposition and application of a local branch and bound method 

to discretise the relaxed continuous optimal schedule that allowed the operation of 

fraction of pump. The same methodology was used in Skworcow et al. (2009b; 2009c), 

but the second stage was replaced by a simple and more robust discretizer. The 

developed discretizer tracks the continuous pump control followed by manual 

adjustment based on the continuous and discrete flows. The both methodologies were 

tested on different case studies and the results showed considerable savings in energy 

consumptions and pumping cost. Walenda et al. (2006) proposed a novel idea of a 

feedback control of a WDS taking into account the time dependent electrical tariff. The 

approach was based on a decision surface concept. The decision surface was 

constructed using a bundle of optimal trajectories, obtained by solving the open loop 

scheduling problem for different initial reservoir levels. The decision surface was 

approximated locally during real time control by a convex polytope. 

2.2.3 Dynamic programming 

Dynamic programming is a method of solving complex problems by breaking them 

down into simpler steps and backtracking. It is applicable to problems that exhibit the 

properties of overlapping sub-problems in a recursive manner. Lansey and Awumah 

(1994) presented a methodology for determining optimal pump operation schedules for 

short planning period based on the dynamic programming optimization. A two-level 

approach was adopted whereby the system hydraulics were analyzed in an off-line mode 

to generate simplified hydraulic and cost functions for an on-line model. These 

functions developed for each pump combination allow for rapid evaluation within a 

dynamic programming optimization algorithm. The applicability of the model was 

limited by the number of pumps in the system, and was only applicable to small to 

midsize systems. 

2.2.4 Evolutionary Computing 

Evolutionary computation is a subfield of artificial intelligence that involves 

combinatorial optimization problems. Evolutionary computation uses iterative progress, 

such as growth or development in a population. Evolutionary algorithm (EA) is a subset 

of evolutionary computation, a generic population-based metaheuristic optimization 

algorithm. 
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Evolutionary techniques mostly involve metaheuristic optimization algorithms such as: 

�¾ Evolutionary algorithms (comprising genetic algorithms, evolutionary 

programming, evolution strategy and genetic programming) 

�¾ Swarm intelligence (comprising ant colony optimization and particle swarm 

optimization) 

Evolutionary computation have been employed to solve the optimization problem of 

design and operation of water systems, a review of these methods and its application for 

optimal pump schedule is presented in the following sections. 

2.2.5 Genetic Algorithms (GA) and Multi -objective Evolutionary Algorithms 
(MOEA)  

During the last two decades, the water resources planning and management profession 

has seen a dramatic increase in the development and application of various types of 

evolutionary algorithms (EAs). This observation is especially true for application of 

GAs, arguably the most popular of the several types of EAs that repeatedly prove to be 

flexible and powerful tools in solving an array of complex problems for water systems. 

Nicklow et al. (2010) provided a comprehensive review of state-of-the-art of EA 

methods and their applications in the field of water systems. A primary goal was to 

identify in an organized fashion some of the seminal contributions of EAs in the areas 

of WDSs, urban drainage and sewer systems, water supply and wastewater treatment, 

hydrologic and fluvial modelling, groundwater systems, and parameter identification. 

Evolutionary computation will continue to evolve in the future as the researcher in 

water systems encounter increased problem complexities and uncertainty and as the 

societal pressure for more innovative and efficient solutions rises. 

Beckwith and Wong (1995) developed a method for scheduling pumps in WDSs using a 

GA approach. The objective of the scheduling problem was to ensure that the pumps 

adequately provide the volume of required water to the WDS, whilst minimising the 

operational cost. The algorithm took into account the characteristic curves, the 

efficiency curves, and the flow limits of pumps in the system and the system 

characteristic curves. The method showed the ability to determine the optimum or near-

optimum pump schedule. The repeatability of the method and the computational 

requirement were high and some work needs to be performed to improve the method so 

that the computational requirement could be reduced. Mackle et al. (1995) applied a 
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heuristic algorithm was developed and combined with each implemented MOEA. 

Evaluation of experimental results of a set of metrics showed that the Strength Pareto 

Evolutionary Algorithm achieved better overall performance than other MOEAs for the 

parameters considered in the test problem, providing a wide range of optimal pump 

schedules to chose from. A different approach of using parallel and sequential versions 

of different evolutionary algorithms for multi-objective optimization was used by 

Lücken et al. (2004) as a tool to aid in solving an optimal pump-scheduling problem, 

considering four objectives to be minimized: electric energy cost, maintenance cost, 

maximum power peak, and level variation in a reservoir. López-Ibáñez et al. (2005a, b) 

considered the pump scheduling problem using a multi-objective (Strength Pareto 

Evolutionary Algorithm) approach and showed its viability for solving such an 

optimization problem. Minimizing the pumping energy cost and the number of 

switching were considered the objectives of the problem. The results were presented in 

the form of Pareto-optimal solutions, which allows the system operator to examine a 

range of the solutions and choose one solution with regard to additional criteria. Gogos 

et al. (2005) considered variety of constraints and objectives while solving optimal 

pump schedule such as the constraints to maintain strategic security and reliability limits 

for each water reservoir, and presented a mathematical model and a solution for the 

pump scheduling problem based on GAs. The main objective was the reduction of the 

pumping costs. The quality and usability need to be evaluated and enhanced. Wang et 

al. (2009) proposed a GA-based pump scheduling method for cost reduction and 

environment protection. The proposed method could achieve lower pumping cost and 

provide a wider range of eco-aware schedules. 

Rao and Salomons (2007) presented an approach for the real-time, near-optimal control 

of WDSs based on the combined use of an artificial neural network for predicting the 

consequences of different control settings and a GA for selecting the best combination. 

By this means, it was possible to find the optimal, or at least near-optimal, pump and 

valve settings for the present time-step as well as those up to a selected operating 

horizon, taking account of the short-term demand fluctuations, the electricity tariff 

structure, and operational constraints. Having grounded any discrepancies between the 

previously predicted and measured storage levels at the next update of the monitoring 

facilities, the whole process was repeated on a rolling basis and a new operating strategy 
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was computed. Shamir and Salomons (2008) demonstrated another method to improve 

the performance of GA for near-optimal real-time on-line operation of urban WDSs. 

The methodology used a reduced model (RM) of the network, which reproduces its 

performance over time with high fidelity with optimization by a GA. The RM-GA 

software used network data, forecasted demands for an operational planning time-

horizon (24 h ahead), field data on the current status of the network, time-of-day energy 

cost data, and operator-imposed constraints on tank water levels and demand junctions 

pressures. The GA was used to look for the near-least-cost operation plan for the whole 

time horizon, using the reduced network model. At the end of the hour, the status of the 

network was updated from field data, the time horizon was rolled ahead by 1 hr, and the 

process repeated. Experiments were conducted, and energy cost savings of 8% and 10% 

were obtained for a summer and winter, respectively. 

2.2.6 Ant colony optimization 

Ant colony optimization algorithm (ACO) is a probabilistic technique for solving 

computational problems which can be reduced to finding good paths through graphs. 

This algorithm constitutes some meta-heuristic optimizations. The first algorithm was 

aiming to search for an optimal path in a graph, based on the behaviour of ants seeking a 

path between their colony and a source of food. The original idea has since diversified 

to solve a wider class of numerical problems, and as a result, several problems have 

emerged, drawing on various aspects of the behaviour of ants. ACO was introduced and 

applied to design and operations of WDS in (Maier et al. 2003; Zecchin et al. 2007; 

Zecchin et al. 2005). López-Ibáñez et al. (2007) applied Max-Min Ant System to solve 

the pump scheduling problem. Instead of the typical binary representation, a 

representation based on time-controlled triggers was used. The approach was compared 

to results obtained by a Hybrid GA on the same instance and for the same number of 

function evaluations. The results obtained by Max-Min Ant System were similar to 

those obtained by Hybrid GA. Also, López-Ibáñez et al. (2008) developed an 

application of the ACO framework for the optimal scheduling of pumps, and presented 

an explicit representation of optimal pump schedule problem based on time-controlled 

triggers, where the maximum number of pump switches was specified beforehand. In 

this representation, a pump schedule was divided into a series of integers with each 

integer representing the number of hours for which a pump was active/inactive to 
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reduce the number of potential schedules (search space) compared to the binary 

representation. The proposed representation was adapted to an ACO framework and 

solved for the optimal pump schedules. Minimization of electrical cost was considered 

as the objective, while satisfying system constraints. Instead of using a penalty function 

approach for constraint violations, constraint violations were ordered according to their 

importance and solutions were ranked based on this order. Ostfeld and Tubaltzev (2008) 

developed an ant colony methodology for conjunctive least-cost operation of multiple 

loading pumping in WDSs. The developed optimization problem linked the ant colony 

scheme with Epanet for the minimisation of the systems and operation costs, taking into 

account the operational constraints. The decision variables for the operation were the 

pumping stations pressure heads and the water levels at the tanks for each of the 

loadings. The constraints were domain pressures at the consumer nodes, maximum 

allowable amounts of water withdrawals from the sources, and tanks storage closure. 

The proposed methodology had several model and algorithmic restrictions; it was 

assumed that the pump efficiencies were constant. Ant colony is a meta-heuristic 

technique, where there is no general mathematical proof of achieving optimality. ACO 

is a highly intensive computational method, which might limit the sizes of the systems 

that could be handled. 

2.2.7 Other methods 

Other optimization methods to solve the optimal pump schedule were used. Brdys et al. 

(1988) considered and developed an algorithm for the optimized control schedules for 

multi-source multi-reservoir water supply schemes of only fixed speed pumps so that 

the pump control was purely discrete. The developed algorithm was capable of 

producing sub-optimal or optimal solutions to the associated scheduling problem. The 

algorithm was based on Lagrangean relaxation of the hydraulic constraints, which 

couple the pump stations to the network. The method was applied to a practical system, 

containing two sources and two storage reservoirs, and showed a potential saving, 

although the method yielded only sub-optimal solution, in the presence of three 

continuous controlled flows in the network. McCormick and Powell (2004) derived a 

simplified model from a standard hydraulic simulator. An initial schedule was produced 

by a descent method, then two-stage Simulated Annealing was used to produce the 

solutions. Iterative recalibration was employed to ensure that the solution agreed closely 
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with the results from a full hydraulic simulation. The results showed that two-stage 

Simulated Annealing could produce near-optimal discrete schedules. Further 

development was still required to include the charges of peak power consumption. Poor 

results in this case showed that Simulated Annealing could not be assumed that good 

results would always be obtained without rethinking the model or the neighbourhood 

structure. Ulanicki and Orr (1991) proposed a unified approach, based on a time 

distribution function concept for the optimization of general nonlinear hydraulic 

systems in this approach the optimization problem was decomposed into a two-level 

structure. The lower-level problems were linear with parameter values taken from the 

hydraulic model simulator; the upper-level problem was non-smooth, but with linear 

constraints. The problem properties were studied, such as convexity of the upper-level 

objective function and non-emptiness of the lower-level constraint sets. In the theory 

presented, no specific assumptions about the system model were made, and it could be 

applied to other nonlinear systems. The results showed that the algorithm 

implementation made a saving of 10% on the total operational cost. Tischer et al. (2003) 

presented another approach based on spread sheet for optimal pump scheduling. The 

developed approach used the information about the simplified model from spreadsheet 

and an optimization solver. The simplified model was mainly based on mass balance 

equations. The objective function was the overall weekly cost of the system. The 

decision variables were the outflows of the treatment works and the flows of controlled 

inter reservoir connections. The constraints were imposed on the reservoir levels and 

major flows. The overall weekly cost consisted mainly of electrical and chemical costs. 

The electrical cost was calculated directly from the flows and the electrical tariffs. The 

pump stations were represented by non-linear power/flow characteristic (regression 

curves) and were assumed to be unaffected by the changing situation in the remaining 

network. The advantages of the tool were energy savings, reduction in time spend on 

preparing the schedules and less skilled staff could prepare the optimised schedules in a 

repeatable manner, while the major drawback was a lack of a network GUI to build and 

maintain the optimisation model interactively. 

2.3 Methodologies  
Different methodologies have been used to achieve the aims and objectives of the 

current research. Variety of the methodologies has been proposed to cover different 
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areas and aspects of the research and provide different alternatives that can be used in 

such research areas. The used methodologies are described in the following sections. 

2.3.1 Methodology of pressure control using nonlinear programming 

In this work, an algorithm for the optimum scheduling of the outlet pressures of the 

boundary PRVs as well as the internal PRVs has been developed to minimise and 

smooth the operational service pressure a cross the DMA. The optimal pressure 

schedule is a continuous nonlinear problem. Third party software, CONOPT 3 has been 

used as a solver under programming environment called GAMS (Rosenthal 2007). The 

developed algorithm is based on the hydraulic model of the DMA taking into account 

the pressure dependent leakage, and is limited to the steady state condition. This means, 

changes of PRV settings cause instantaneous changes of flows and heads in the 

network. As a classical optimal control problem, the PRV set-point schedules have been 

calculated over a given period of time for a given demand and known leakage flow. The 

components of the optimal pressure control problem are the objective function, the 

hydraulic model of the network taking into account the leakage model, and operational 

constraints. Minimising the cost of the total imported flow has been used as an objective 

function of this optimization problem subject to the operational constraints. The 

optimization problem of the optimal time schedule of pressure control has been written 

in GAMS code. A C++ code has been built to create the GAMS code, based on the 

hydraulic model of the DMA, which has been used to describe the topology and the 

physical components of the network, such as nodes, pipes and valves, node elevations, 

etc., and the required demand. An extended content model has been developed to 

simulate the network with boundary and internal PRVs under the current operation 

conditions, to provide an initial starting solution for CONOPT to reduce convergence 

time and to compare the results of optimal pressure control with the current operating 

conditions. 

2.3.2 Methodology of pressure control using a genetic algorithm method 

The optimal time schedule of the PRV outlet pressure has been calculated for a given 

predicted demand and leakage over a specific time horizon. If the predicted demand 

including the leakage flow is not forecasted correctly, the control performance of 

applying the optimal time schedule of the PRV outlet pressure will be poor. Instead of 
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finding the optimal time schedule of pressure control, calculating the optimal flow 

modulation characteristics provides a robust scheme of control strategy. The 

relationship between the flow and the optimal pressure has been assumed as a 

polynomial of second order (AbdelMeguid et al. 2009b; Ulanicki et al. 2008a; Ulanicki 

et al. 2000). Genetic algorithm (GA) has been used to calculate the best coefficients of 

that polynomial, or to find the optimal flow modulation curve using the hydraulic model 

of the DMA taking into account the term of pressure dependent leakage. GA toolbox 

provided in Matlab software has been used to handle this problem and has been linked 

to Epanet as a hydraulic simulator. Minimising the total leakage flow of the system has 

been taken as fitness function of this optimization problem and a penalty value has been 

added if the pressure of the critical nodes violates the allowed minimum service 

pressure. 

2.3.3 Methodology of embedded local hydraulic controller of PRV 

In order to apply the optimal pressure control strategies, the AQUAI-MOD® hydraulic 

controller has been used to modulate the outlet pressure of the PRVs to the optimal 

setting depending on the flow. In this research, the static and dynamic behaviours of a 

PRV controlled by AQUAI-MOD® hydraulic controller were experimentally tested. 

Also, a mathematical model to describe static and dynamic behaviour of the PRV and 

its AQUAI-MOD® hydraulic controller has been developed. The developed 

mathematical model has been validated using the data of experimental measurements, 

and was implemented to the hydraulic model of the water distribution network to 

represent the dynamic effects of the PRV controlled by AQUAI-MOD® hydraulic 

controller on the performance of the network (Li et al. 2009), and to enhance the 

simulations and optimisation models of the WDSs. 

2.3.4 Methodology of combined energy and pressure managements 

In the current research, integration algorithm between pump scheduling for energy 

management and DMA pressure control for leakage reduction has been developed. The 

method involves utilisation of a hydraulic model of the network with pressure 

dependent leakage and inclusion of a PRV set-points in the set of decision variables. 

The cost function represents the total cost of water treatment and pumping. An 

excessive pumping contributes to a high total cost in two ways. Firstly, it leads to high 
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energy usage. Secondly, it induces high pressure, hence increased leakage which leads 

to more water loss and more energy waste. Therefore, the optimizer, by minimising the 

total cost, attempts to optimize the energy usage, reduce its cost and minimise the 

leakage. In the optimisation problem considered some of the decision variables are 

continuous (e.g. water production, pump speed, and valve setting) and some are integer 

(e.g. number of pumps switched ON). Problems containing both continuous and integer 

variables are called mixed-integer problems and are hard to solve numerically. 

Continuous relaxation of integer variables (e.g. allowing 2.51 pumps ON) enables 

network scheduling to be treated initially as a continuous optimisation problem solved 

by a non-linear programming algorithm. Subsequently, the continuous solution can be 

transformed into an integer solution by manual or automatic post-processing, or by 

further optimisation (Bounds et al. 2006). The developed energy and pressure 

management scheduler has been integrated into a modelling environment, called Finesse 

(Rance et al. 2001). The scheduler, as with all tools in Finesse, is general purpose in that 

it takes any data model of a network, simulates the network to initialise its decision 

variables for the network scheduler, and if the model is feasible it calculates the optimal 

schedules. Using model of a network, Finesse automatically generates optimal network 

scheduling problem written in a mathematical modelling language called GAMS 

(Rosenthal 2007), which calls up a non-linear programming solver called CONOPT 

(Drud 2008) to calculate a continuous optimisation solution. The optimal solution is fed 

back from CONOPT into Finesse for analysis and/or further processing. The optimal 

continuous schedule has been then discretized using an automatic algorithm coded in 

Matlab. 

2.3.5 Methodology of optimal feedback rules for operation of pump stations 

Typically the real time control for time varying tariffs is implemented in a predictive 

control fashion, in which an optimal time schedule is calculated ahead over 24 hours 

period by a solver and recalculated at regular intervals e.g. 1 hour. In order to operate 

the scheme in real time the solver must be sufficiently fast and this may not always be 

possible for large water supply systems. In the current study, a methodology for 

synthesizing feedback control rules has been investigated taking into account a time 

varying tariff. The rules have been calculated off-line and then can be implemented in 
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local PLCs or in a control room. Once the rules are implemented, the response to the 

changing state of the water system is instantaneous.  

In this research, the feedback rules have been calculated by a GA using Matlab GA 

toolbox. Each pump station has a rule described by two water levels in a downstream 

reservoir and a speed for each tariff period. The lower and upper water levels of the 

downstream reservoir correspond to the pump being ON or OFF. 
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Chapter 3 

3 Management and Control Schemes of Water Supply and 

Distribution Systems  

In this chapter, a brief review about operational control and decision structures for 

distribution systems are conducted. In addition, descriptions of behavioural equations 

for modelling water network components that are used in the current study are 

presented. 

3.1 Features of Water Distribution Systems  
The following features of WDSs are important from an operational control point of 

view: 

1. Complicated network structure with thousands of connections and many network 

loops. 

2. A typical zone contains one service reservoir to sustain supplies and maintain 

pressures. 

3. Reservoir level variations may have significant impact on flows and pressures of 

the system. 

4. Elements such as booster pumps and control valves control local conditions. 

The distribution system has relatively sparse measurements and control. Typically, only 

a few key flows and pressures are monitored frequently. Local reservoirs are monitored 

in a similar fashion to those in the supply network. Control elements such as booster 

pumps and valves have local control loops and may not be monitored continuously. 

There are few dedicated communications links. Although measurements may be logged 

locally at frequent intervals, the time-series may only be downloaded to the control 

room a few times a day or when alarms occur. Often public communications networks 

are used. Operators in the field download some loggers. There are often temporary 

meters and loggers installed to investigate specific features of operation. 
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3.2 Operational Control of Water Supply and Distribution Systems  
Operational control of a water system requires co-ordination of the three interacting 

parts, i.e. the treatment, supply and distribution systems. Typically, each of these sub-

systems is considered as a self-contained system for control purposes with boundary 

conditions to deal with the interactions. 

Water systems are spatially distributed and special communication links are required in 

order to connect remote system areas with the control room. In the past, control 

consoles contained a substantial number of analogue instruments and indicators difficult 

to manage by a single person. Now, computer and graphical monitors replaced the 

analogue instruments, improving significantly compactness of the operator consoles.  

For small and medium water networks there is typically one master computer connected 

to a number of intelligent remote outstations. More control centres are necessary as the 

scale of the water system increases.  

3.3 Control and Decision Structures for Water Distribution Systems  
Complex water systems composed of many sub-systems require an adequate control 

structure. The water network is divided into treatment, supply and distribution parts. 

The distribution part can include many sub-systems with well-defined boundary flows 

where each area has dense network of pipes supplying water to customers. The lower 

layer of the decision structure directly interacts with the physical system by a distributed 

telemetry system: applies control decisions to the system and collects measurements. An 

operator in a local control room aided by appropriate hardware and software assesses 

the sub-system behaviour and sends essential information to the co-ordination level. The 

responsibilities of the operator can vary from following orders from the upper level to 

solving some parameterised sub-problems. Schedules for major control elements 

calculated by the co-ordination level are based on abstract mathematical models and the 

local operator has to convert them into direct control action taking into account detailed 

physical layouts of the control elements. The local operator also decides the policy for 

smaller local pumps and valves. Typically, a computer model of the water network is 

the basic tool for the operator so the control decisions before being applied to the 

physical system are verified by this model.  

The co-ordination level has a global view of the systems. It works according to the two 

time horizons. Calculation of the storage policy for one week ahead sets up reservoir 
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level targets for each day. After that, the storage policy and schedules for major 

elements are evaluated for the next day. The co-ordination level uses sophisticated 

software tools such as demand forecaster, state estimator and optimal scheduler.  

Figure 3.1 illustrates a typical decision and control structure for a complex water system 

(Brdys and Ulanicki 1994). 

 

 

 
 

Figure 3.1. Schematics of control and decision structures for water supply and distribution 
Systems (Brdys and Ulanicki 1994) 

3.4 Modelling of Water Networks  
Analysis of water distribution network provides the basis for the design of new systems, 

the extension, and control of existing systems. The flow and pressure distributions 

across a network are affected by the arrangement and sizes of the pipes and the 
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3.4.2.1 Darcy Weisbach formula  

A more accurate (physical) formula to calculate the head loss in pipes is the Darcy-

Weisbach formula,  

 
2

2
L vh f
D g

 (3.3) 

where f is Darcy friction factor, dimensionless, usually a number between 0.008 and 

0.10, L and D are the pipe length and the diameter in [m], v is the average flow velocity 

in the pipe, and g is acceleration due to gravity, 9.81 m/s2. 

Regarding to the general equation of the head loss equation(3.2), n equal 2 and R is 

defined as follows: 

 2 5

8 LR f
g D

 (3.4) 

Friction Factor 

For laminar flow, with Reynolds number Re<2000, the Darcy friction factor f is 

calculated from the simple relationship  

 64
Re

f  (3.5) 

It can be seen from equation (3.5) that for laminar flow the friction factor depends only 

on the Reynolds number and is independent of the internal condition of the pipe. Thus, 

regardless of whether the pipe is smooth or rough, the friction factor for laminar flow is 

a number that varies inversely with the Reynolds number. 

Colebrook-White formula 

For turbulent flow, when the Reynolds number Re>4000, the friction factor f depends 

not only on Re but also on internal relative roughness (e/D) of the pipe. As the pipe 

relative roughness increases, so does the friction factor. Therefore, smooth pipes have a 

smaller friction factor compared with rough pipes. Various formulas exist for 

calculating the friction factor f. These are based on experiments conducted by scientists 

and engineers over the last 60 years or more. A good all-purpose equation for the 
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friction factor f in the turbulent region (i.e., where R>4000) is the Colebrook White 

equation: 

 10
1 ( / ) 2.512log

3.7 Re
e D

f f
 (3.6) 

where e is absolute pipe roughness in [m]. 

It can be seen from equation (3.6) that the calculation of f is not easy, since it appears on 

both sides of the equation. A numerical iterative approach needs to be used. 

3.4.2.2 Hazen-Williams equation  

Hazen-Williams equation is commonly used in the design and modelling of water 

distribution network and in the calculation of frictional pressure drop. This method 

involves the use of Hazen-Williams coefficient instead of pipe roughness or liquid 

kinematic viscosity. The pressure drop calculation using Hazen Williams equation takes 

into account flows, pipe diameter, and specific gravity as follows: 

 
1.852

4.87

L qh
C D

 (3.7) 

where C is Hazen-Williams coefficient, dimensionless, q is flows in (l/s), and  is 

constant factor which depends on the unit used for L, D and q. 

Referring to general equation(3.2), n equals to 1.852 and R is defined as: 

 4.87

LR
C D

 

Historically, many empirical formulas have been used to calculate frictional pressure 

drop in pipelines. Hazen-Williams equation has been widely used in the analysis of 

pipeline networks and WDSs because of its simple form and ease of use in analysing an 

entire network. 

3.4.3 Minor losses 

In most long-distance pipelines, such as trunk lines, the pressure drop due to friction in 

the straight lengths of pipe forms the significant proportion of the total frictional 

pressure drop. Fully opened valves and fittings contribute very little to the total pressure 
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 (3.13) 

where E, F, G , and H are pump power coefficients, and measured experimentally or 

provided by the manufacture. 

3.4.6 Conservation of energy  

The energy must be conserved between any two points and does not depend on the path 

between node i and j. Along a path between nodes i and j energy can be written as: 

 1

path path

n
i j l l l l l l

l l l l

h h h hp R q q hp (3.14) 

where hi and hj are the total head at nodes i and j, ih , Rl, ql are the head loss, loss 

equation coefficient and flows in pipe l, n is the exponent from the head loss equation, 

and hpl is the head generated by the pump in line l. lpath defines the set of links in the 

path. Equation (3.14) can be written for a closed or pseudo loop or a single pipe.  

Any water distribution network can be broken up into a minimum number of 

independent loops. As it turns out, these loops can be found directly by calculating the 

minimum spanning tree (Arsene et al. 2004a, b). A closed loop is one that begins and 

ends at the same node. Thus, from energy conservation concept, the algebraic sum of 

the head losses in the pipes, valves, together with any heads generated by pumps, 

around any closed loop formed by links is zero. 

 0
loop

i j l l
l l

h h h hp  (3.15) 

where, l loop defines the set of links in the closed loop. 

A pseudo-loop is a path of links between two nodes of known total head, like a reservoir 

or a tank. Pseudo-loop equations include additional information regarding the flow 

distribution, and are needed for some solution methods. 

3.4.7 Background leakage and burst model 

Leakage is usually classified into background and burst leakage. Background leakage 

occurs through numerous connections, joints and fittings, and depends on the 

operational services pressure in pipes. Pressure control for leakage reduction is 
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equation(3.1). The total number of independent equations is Nloop+Nploop+Nnode that 

number equal to the number of unknowns link flow, Nlink. This system of equations cab 

also be solved iteratively by applying the Newton-Raphson method, which solves the 

system of equations for the link flows directly. Once the link flows are found, they are 

substituted to node equations starting at a node of known total head to determine the 

nodal heads. 

3.4.8.3 Node model formulation  

The node equation can be rewritten in terms of nodal heads by writing equation (3.2) for 

pipe l that connects nodes i and j as 

  (3.23) 

This term for each link is substituted for the flow in equation(3.1). This substitution 

combines the conservation of energy and mass relationships resulting in Nnode equations 

in terms of the Nnode unknowns of nodal heads, h. This system of nonlinear equation can 

be solved using Newton-Raphson method, and after the nodal head are computed, they 

can be substituted in equation(3.23) to compute the links flows (Boulos et al. 2006). 

3.4.8.4 Mixed model formulation  

The previous methods solve for the pipe flows, q, or nodal head, h, in a nonlinear 

solution scheme then use conservation of energy to determine the other set of 

unknowns. The mixed system of equations includes the conservation of mass equation 

(3.1) for each node with respect of link flows and the conservation of energy equation 

(3.14) of each link including both link flows and nodal heads. The number of equation 

in this system equal to Nnode+Nlink and is greater than the systems of other methods, 

however the solution time to find the true values of nodal heads and links flows is 

similar or better. In addition, the algorithm does not require defining loops that may be a 

time consuming task. This method is also known as the hybrid or gradient approach 

(Brdys and Ulanicki 1994). 

 







Chapter 4 Overview of the Optimization Methods Used in This  

46 

 

sequential linearly constrained (Nocedal and Wright 1999 ), and augmented Lagrangian 

multipliers methods (Nocedal and Wright 1999 ) (indirect methods). 

The use of nonlinear models is essential in some applications, since a linear or quadratic 

model may be too simplistic and therefore produce useless results. However, there are 

some disadvantages for using the more general nonlinear paradigm. For one thing, most 

algorithms cannot guarantee convergence to the global minimum, i.e., the value*x that 

minimizes f over the entire feasible region. At best, they will find a point that yields the 

smallest value of f overall points in some feasible neighbourhood of solution. (An 

exception occurs in convex programming, in which the functions f, gi, and hj are 

convex. In this case, any local minimum is also a global minimum) (Bazaraa et al. 

2006). The problem of finding the global minimum is an extremely important in many 

applications.  

A second disadvantage of NLP is that general-purpose software is somewhat less 

effective because the nonlinear paradigm encompasses such a wide range of problems 

with a great number of potential pathologies and eccentricities. Even when the solution 

is close to a minimiser *x , algorithms may encounter difficulties because the solution 

may degenerate specially if the Jacobean of the problem is singular (Nocedal and 

Wright 1999 ).  

Finally, some of the software treats the derivative matrices as dense, which means that 

the maximum dimension of the problems they can handle is limited. However, others 

use sparse algebra, and are therefore equipped to handle large-scale problems (Wright 

1999). 

Algorithms for special cases of the NLP, such as problems with linear constraints or 

constraints in the form of bounds on components of x , tend to be more effective than 

algorithms for the general problem because they exploit the special properties of the 

optimization problem. 

Optimization technology is traditionally made available to users by means of packages 

for specific classes of problems (Wright 1999). Data is communicated to the software 

via simple data structures and subroutine argument lists, user-written subroutines (for 

evaluating nonlinear objective or constraint functions), text files in the standard format, 

or text files that describe the problem in certain vendor-specific formats.  
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choice between the components is in most case done dynamically based on performance 

statistics. More details about GAMS code and CONOPT are presented in Appendix A. 

4.1.2 Disadvantages of NLP 

NLP is an important branch of operations research and has wide applications in the 

areas of military, economics, engineering, and science management. There are several 

types of traditional methods for NLP (Rao 1996), however, since there are many local 

optimizations for NLP, most of the solution methods may solve it only on an 

approximate basis. Recently, many researchers have used and proposed some new 

stochastic optimization methods, such as the GA (Gupta et al. 1999; Hua and Huang 

2006; Lavric et al. 2005), Simulated Annealing (Mays 2004; McCormick and Powell 

2004; Tospornsampan et al. 2007 ), Tabu search (Cunha and Ribeiro 2004; Glover et al. 

1995), and various hybrid methods (Fung et al. 2002; Tu et al. 2005; van Zyl et al. 

2004). 

The development and use of NLP models is well established. However, the use of many 

models has been restricted where the problem is large in size and there are a large 

number of non-linear interactions. In most cases, the use of linear approximations (Cai 

et al. 2001; Germanopoulos 1995; Sterling and Bargiela 1984) or simplification of the 

model (Shamir and Salomons 2008; Ulanicki et al. 1996) has been necessary in order to 

find a solution. 

4.2 Genetic algorithms  (GA) 
GA are an evolutionary optimisation approach, which was first proposed by (Holland 

1975), and is one of the most important stochastic optimization methods. As an 

intelligent optimization method, GA has made great achievements in the solution to 

travelling salesman problems, transport problems, 0-1 programming problems, and 

multi-objective optimization problems. However, it has made little contribution to NLP 

problems (Aryanezhad and Hemati 2008; Tang et al. 1998). In fact, in the construction 

and application of GA to NLP problems, coding and decoding processes are important 

and difficult. In addition, handling system constraints, especially the measurement and 

evaluation of illegal chromosomes (points) are key techniques with GA. Currently, 

several methods have been developed to deal with system constraints and were 

reviewed by (Rao 1996). Among of which, a large penalty in the construction of the 
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fitness function was often used to evaluate the infeasible solutions, but this narrows the 

search space, by eliminating all infeasible points from the evolutionary process, and 

may lessen the ability to find better candidates for the global optimization. Mixed 

Integer Nonlinear problems were solved by means of GA with a special penalty 

function proposed by (Li and Gen 1996). The penalty function method was used to 

construct fitness function to evaluate chromosomes generated from genetic 

reproduction. 

GA are an alternative to traditional optimisation methods, and are most appropriate for 

complex non-linear models where location of the global optimum is a difficult task (Cai 

et al. 2001; Simpson et al. 1994). Therefore, GA appears to be a potentially useful 

approach, which has been employed to find the optimal PRV flow modulation 

characteristics, and optimal feedback rules for pump stations in the current study. 

GAs follow the concept of evolution by stochastically developing generations of 

solution populations using a given fitness or objective function. They are particularly 

applicable to problems, which are large, nonlinear and possibly discrete in nature, 

features that traditionally increase complexity of the problem. Due to the probabilistic 

nature, GAs do not guarantee optimality of the solution. However, they are likely to be 

close to the global optimum. This probabilistic nature of the solution is also the reason 

they are not contained by local optima (Mardle and Pascoe 1999). 

GAs were widely employed for different applications in WDSs. Such as, optimal design 

of water network (Kadu et al. 2008; Savic and Walters 1997; van-Vuuren 2002; Walters 

et al. 1999), water network rehabilitation (Halhal et al. 1997), leak detection (Vítkovský 

et al. 2000; Wu and Sage 2006), model calibration (Borzì et al. 2005; Schaetzen et al. 

2000), optimal time schedule for pump operation (Beckwith and Wong 1995; Boulos et 

al. 2002; Kelner and Léonard 2003 ; Mackle et al. 1995; Savic et al. 1997; Wang et al. 

2009; Wei and Leung 2008) water quality issues (Gibbs et al. 2010; Tu et al. 2005; Wei 

and Leung 2008). The problem of optimal time schedule for the pressure regulation in 

water distribution networks was introduced by using GA (Awad et al. 2009; Awad et al. 

2003).  

The availability of open source GA libraries in different programming languages, and 

the free hydraulic simulators such as Epanet provides a cost free optimisation tool for 

different applications. Once the link between GA library and the hydraulic simulators is 



Chapter 4 Overview of the Optimization Methods Used in This  

50 

 

established, then the system becomes very powerful tool for applying GA optimization 

techniques to any of water distribution applications, e.g., pressure control, pump 

scheduling, water quality control, optimal network design, etc.  

4.2.1 Genetic Algorithm overview 

Computer implementations of GAs are based on a population of abstract representation 

(called chromosomes or the genotype of the genome) of candidate solutions (called 

individuals, creatures, or phenotypes) which evolve toward better solutions. The 

evolution usually starts from initial population of randomly generated individuals and 

progress through generations. In each generation, the fitness of every individual in the 

population is evaluated, multiple individuals are stochastically selected from the current 

population (based on their fitness), and modified (recombined and mutated) to form a 

new population. The new population is then used in the next iteration of the algorithm. 

Typically, the algorithm terminates when either a maximum number of generations has 

been reached, or a satisfactory fitness level has been found for the population. If the 

algorithm has terminated due to a maximum number of generations, a satisfactory 

solution may or may not have been reached. 

A typical GA requires: 

1. a genetic representation of the solution domain, 

2. a fitness function to evaluate the solution domain. 

A standard representation of the solution is as an array of bits. Arrays of other types and 

structures can be used in essentially the same way. The main property that makes these 

genetic representations convenient is that their parts are easily aligned due to their fixed 

size, which facilitates simple crossover operations. Variable length representations may 

also be used, but crossover implementation is more complex in this case. 

The fitness function is defined over the genetic representation and measures the quality 

of the represented solution. The fitness function is always problem dependent. In some 

problems, it is hard or even impossible to define the fitness expression; in these cases, 

interactive GAs are used. 

Once the genetic representation and the fitness function are defined, GA proceeds to 

initialize a population of solutions randomly, then improve it through repetitive 

application of mutation, crossover, inversion and selection operators. Figure 4.1 lists a 
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pseudo code of the standard GAs, showing the main operations and procedure included 

in GA. 

 

begin GA
K:=0  {generation counter}
Initialize population Pop(K)
Evaluate population Pop(K)  {i.e., compute fitness values}
while (not done) do

K:=K+1
Select Pop(K) from Pop(K-1)
Crossover Pop(K)

    Mutate Pop(K)
Evaluate Pop(K)

  end while 
end GA  

Figure 4.1 Pseudo-code of the standard GA 

4.2.1.1 Initialization  

Initially many individual solutions are randomly generated to form an initial population. 

The population size depends on the nature of the problem, but typically contains several 

hundreds or thousands of possible solutions. Traditionally, the population is generated 

randomly, covering the entire range of possible solutions (the search space). 

Occasionally, the solutions may be "seeded" in areas where optimal solutions are likely 

to be found. 

4.2.1.2 Selection 

During each successive generation, a proportion of the existing population is selected to 

breed a new generation. Individual solutions are selected through a fitness-based 

process, where fitter solutions (as measured by a fitness function) are typically more 

likely to be selected. Certain selection methods rate the fitness of each solution and 

preferentially select the best solutions. Other methods rate only a random sample of the 

population, as this process may be very time-consuming. Most functions are stochastic 

and designed so that a small proportion of less fit solutions are selected. This helps keep 

high diversity of the population large, preventing premature convergence on poor 

solutions. Selection alone cannot introduce any new individuals into the population, i.e., 

it cannot find new points in the search space. These are generated by genetically-

inspired operators, of which the most well known are crossover and mutation.  
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Figure 4.2 Flowchart of the standard GA 
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Chapter 5 

5 Pressure and Leakage Management in Water Distribution 

Systems 

5.1 Introduction  
Despite operational improvements over the last 10-15 years, water utilities still lose a 

significant amount of potable water from their networks through leakage. The most 

effective way to combat leakage is on one hand to locate and physically repair bursts 

and on the other hand to introduce pressure control to reduce background leakage from 

connection and joints. Reduction of leakage has two positive impacts on the 

environment - it minimises clean water losses and energy used for pumping and 

treatment of water. There are two solutions recommended by existing literature, time 

modulation which is an optimal time schedule for a PRV set-point or alternatively flow 

modulation where the set-point changes relate to flow through the valve. Both time and 

flow modulation can be applied to a single inlet DMA. Time modulation can be applied 

to multi-inlet DMA but it is not always possible for flow modulation due to the risk of 

hunting. In this latter case special arrangements may be required to co-ordinate valve 

operations e.g. master-slave arrangements (Ulanicki et al. 2000). 

In this chapter, a fast and efficient method to calculate the optimal time schedules and 

flow modulation curves is presented. It is convenient to distinguish between boundary 

and internal PRVs. They have been treated differently in the formulated optimization 

problem, the decision variable for a boundary valve is PRV set-point (Ulanicki et al. 

2000) whereas for the internal valves is a valve resistance (Vairavamoorthy and 

Lumbers 1998). Then, the resistance has been automatically translated into a set-point 

for field implementation. The time modulation methodology is based on solving a NLP 

problem with equality constraints represented by a hydraulic model with pressure 

dependent leakage term and inequality constraints representing operational requirements 

(e.g. pressure at critical nodes). The cost of boundary flows which include leakage flows 

has been minimized. An extended content model with pressure dependent leakage has 

been developed and solved to provide starting point for quick convergence. Optimal 





Chapter 5 Pressure and Leakage Management in Water Distribution  

56 

 

function, the hydraulic model of the network taking into account the pressure dependent 

leakage model, and operational constraints. 

5.3 Mathem atical Formulation  
A WDS consists of a group of interconnected nodes and reservoirs by various types of 

elements such as pipes, valves, and pumps. Each element in the network has been 

modelled by a mathematical equation that describes the relationship between the 

element flow and the head loss across the origin and destination nodes of the element. 

The form of the relationship depends on the physical characteristics and the properties 

of the element. The system governing equations can be expressed in accordance with 

the (1) nodal mass conservation rule - the total sum of all the inlet and outlet flows at 

each node equals to zero; and (2) Energy conservation rule - the total sum of the all 

head losses around any loop in the network equals to zero, described in chapter 3. 

5.4 Extended Hydraulic Model  
The content model of hydraulic network was initially developed by (Collins et al. 1978), 

which solved the network system of equation by optimization method. In this work, an 

extended content model with pressure dependent leakage has been developed and 

solved to provide starting point for quick convergence. 

5.4.1 Components and nodal heads 

The mixed model is used to represent a DMA equations in which the branch flows and 

nodal heads are the unknown variables (Brdys and Ulanicki 1994). The head-flow 

relationship for a pipe element with an origin node i and the destination node j, is 

expressed by Hazen-Williams formula, equation(3.2).  

For a valve element connecting node i as an origin and node j as a destination node, the 

following equation (5.1) holds 

 
0.852

( )i j ij ij ij ij ijh h K v R q q  (5.1) 

Where hi and hj are head in [m] at node i and j, respectively. Rij is the resistance of the 

valve element. Kij(vij) is the resistance modification coefficient related to the valve 

opening ijv , the fully opened valve is represented by Kij(vij)=1, and the completely 
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  (5.7) 

The practical answer to this question can be obtained by plotting an individual scatter 

plot  for each PRV. If the points form a smooth curve (a functional 

relationship) then the individual flow modulation is possible. If they form a cloud of 

points i.e. for a given flow a head is not determined uniquely (lack of a functional 

relationship) the individual flow modulation is not possible and either time schedules or 

centralised flow modulations should be implemented. In this case, a forced 

implementation of individual modulation curves will result in significant hunting and 

instabilities in the WDS.  

5.7 Implementation of Pressure Control Algorithm  
The described optimal PRV scheduling algorithm has been embedded as a module into 

the Finesse software package (Rance et al. 2001), Figure 5.1. The module has been 

coded using the advanced mathematical modelling language known as General 

Algebraic Modelling System (GAMS) (Rosenthal 2007) and uses CONOPT as a non-

linear programming solver (Drud 1994, 2008). More details about GAMS code and 

CONOPT are presented in Appendix A. The solution is in the form of schedules for the 

PRV set-points. In addition, the results has been post-processed and represented as a 

modulation curve (valve flow against optimal outlet pressure), shown in Figure 5.2. 
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The PRV scheduling algorithm can be used for off-line planning studies such as 

assessing the benefits of introducing the leakage management or for on-line pressure 

control, which may be implemented in either predictive control or feedback control as a 

real time control scheme (Drewa et al. 2007; Ulanicki et al. 2000). Predictive control 

calculates the optimal PRV schedules at each interval of time by the optimal scheduling 

algorithm, using updated demand prediction. The method could be considered as a time 

modulation scheme and requires advanced PRVs equipped with controllers that accept 

time profiles. The feedback control structure uses controlled PRVs by sensing its flow, 

in such PRVs, the outlet pressure (set-point) depends on the valve flow. 

 

 

Figure 5.1 Graphic user interface of pressure control module in Finesse 
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Figure 5.2 results post-processor for pressure control module in Finesse 

 

It has been assumed that the standard information required by the hydraulic model are 

given together with the information about the minimum night flow and the unit prices of 

the boundary flows. The decision variables are the set-points for the boundary valves 

and resistance coefficients Kij(vij) for the internal valves. The constraints are the network 

hydraulic equations and the operational constraints of the minimum and maximum 

pressures and boundary flows. The objective function represents the cost of the 

boundary flows. Finesse has been used to build the hydraulic model of the network and 

to define the pressure control problem, the GAMS input file has been generated and the 

NLP solver CONOPT has been called to solve the optimisation problem. In order to 

accelerate the convergence of the optimisation algorithm the initial solution has been 

obtained from the simulation of the current PRV settings. The hydraulic model of the 

network has been simulated by using the extended content model including pressure 

dependent leakage and has been solved by using the optimisation technique. In the 

following section, two case studies have been solved to assess the performance of the 

developed algorithm. 
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Pressure control module has been installed on ABB 800xA® system to be used online to 

compute the optimal PRV setting of different DMAs at Yorkshire water services 

(YWS). The module are being run on one hour basis, and by using a demand forecasting 

tool the demand of each node within the DMA is computed to meet the real operating 

conditions. Pressure control module is then computing the optimal PRV setting 

according to the new demand value. 

5.8 Case Studies 
Two different DMAs have been considered to test the developed pressure control 

module provided by YWS. The case study DMAs have boundary and internal PRVs to 

examine the functionality and reliability of the module under different model 

characteristics. Epanet network models and GAMS code files for both case studies are 

provided on the enclosed CD.  

5.8.1 E067-Waterside case study 

A DMA in the North Yorkshire, UK called E067-Waterside is the first case study. The 

zone is predominantly urban domestic/light industrial. The total mains length is 6.272 

km, with 10 valves enclosing the DMA. The DMA contains two PRVs, the first, PRV1 

located upstream of the inlet meter and the second, PRV2, located downstream as 

illustrated in Figure 5.3. The DMA contains 409 domestic and 11 commercial properties 

with a daily demand of 160 m3. There are inlet flow and pressure measurement points, 

and a monitored pressure measurement at a critical node. DMA E067-Waterside has 

water supplied via the boundary inlet node, which has a variable inlet head ranging from 

115 m at the maximum demand time to 135 m at the night. The total measured inflow to 

E067-Waterside is around 0.5 l/s during the night and increases to reach its maximum 

value of 3.5 l/s at 7:00 am, then decreases to the average level of 2 l/s during the day. 

The boundary PRV, PRV1, has been set to reduce the inlet head to 110.88 m, while the 

set-point of the internal PRV, PRV2 has been set to 110.05 m as provided in the 

hydraulic model. The hydraulic Epanet and Finesse models, GAMS code and CONOPT 

output result file of this case study are provided in the enclosed CD, file descriptions, 

paths and locations are listed in Appendix D. 
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Figure 5.3. Layout of the E067 Waterside DMA 

 

The optimal schedules for PRV1 and PRV2 set-points have been calculated using the 

developed module in Finesse and leakage reduction has been evaluated. The 

optimisation has aimed to reduce the inlet flow with pressure constraints at the critical 

node above 20 m. The optimal outlet head of the boundary PRV1, is approximately 

constant with time as depicted in Figure 5.4, and equal to 110 m, which is very close to 

the current setting. The optimal schedule of the outlet head of PRV2 (internal PRV) has 

an almost constant value of 82.5 m. The total savings in the inlet flow are 5.7% mainly 

due to the reduced settings of PRV2. Figure 5.5 shows the difference between the 

current and the optimal leakage and inlet flow to the DMA. The leakage is reduced by 

0.102 l/s on average which represent 20% of the original leakage flow. The minimum 

pressure of 20m at the critical node has been maintained over the entire time horizon. 

The application of flow modulation is not necessary as the optimal PRV schedules are 

constant, this is due to very low head losses across the DMA.   
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Figure 5.4. Inlet head and optimal schedules for the boundary and internal PRVs 

 

 

Figure 5.5. The current and optimal imported flow to the DMA and leakage 
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5.8.2 E093- Barrowby case study 

DMA E093-Barrowby located Yorkshire, UK, is used as the second case study. The 

DMA has one boundary PRV and 4 internal PRVs as shown in Figure 5.6. The area 

contains 171 domestic properties and 42 commercial properties with a daily demand of 

300 m3. There is one inlet flow and pressure measurement point. The DMA E093 

boundary head changes from 164 m at the maximum demand time during the day to 

171.75 m at the night. The total measured inflow is around 1.9 l/s during the night and 

increases to 4.6 l/s at 7:00 am and then decreases to the average level of 3.5 l/s during 

the day. PRV1 is not active (fully open), while PRV2, PRV3, and PRV4 have been set 

to reduce the outlet head to 122.98, 105.05, and 127.8 m, respectively. The hydraulic 

Epanet and Finesse models, GAMS code and CONOPT output result file of this case 

study are provided in the enclosed CD, file descriptions, paths and locations are listed in 

Appendix D. 

 

 

Figure 5.6. Layout of E093-Borrowby DMA  

 

The PRVs outlet pressures have been optimised using the developed algorithm and the 

results are shown in Figure 5.7 where the optimal boundary head is varying from 

139.5m to 143m. The optimal schedules of the internal PRVs are depicted in Figure 5.8 

the optimal set-points for PRV1, PRV3, and PRV4 are almost constant with time and 

have the values of 140.5m, 100.5m, and 97 m, respectively. 
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Figure 5.7. The current and optimal head of the boundary node of E063-Borrowby DMA  

 

 

Figure 5.8. The current and optimal schedules of the internal PRVs of E063-Borrowby DMA  
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The PRV2 set-point varies from 116 to 120.5 m. The implementation of the optimal 

schedules saves 36.2 m3/day and reduces the leakage by 45% as shown in Figure 5.10.  

After plotting scatter graphs for the boundary node and PRV2 shown in Figure 5.9, it 

appeared that they represent smooth curves and the decomposed flow modulation 

control can be applied in this case. 

 

Figure 5.9. The flow modulation curves for the two PRVs  

 

Figure 5.10. Current and optimal inlet flow to the E063-Borrowby DMA  
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5.9 Summary  
A fast and efficient method to calculate the optimal time schedules and flow modulation 

curves for the boundary and internal PRVs has been presented in order to minimise the 

leakage in WDSs. The cost of boundary flows which include leakage flows has been 

minimised. An extended content model with pressure dependent leakage has been 

solved to provide starting point for quick convergence. The boundary and internal PRVs 

have been treated differently, the decision variable for a boundary valve is PRV set-

point whereas for the internal valves is a valve resistance. Then, The resistance is 

automatically translated into a set-point for field implementation. The optimisation 

problem has been solved by a non-linear programming solver called CONOPT/GAMS. 

The program calculates time schedules for single and multi-inlet DMAs. The optimal 

schedules can be translated into centralised flow modulation rules where a set-point for 

one PRV depends on flows through all other PRVs. For weakly interacting PRVs it is 

possible to obtain decomposed flow modulation curves where the set-point depends 

only on the local flow. 

The algorithm has been implemented as a module in the Finesse package and allows to 

solve complete pressure control tasks. A user needs to provide a hydraulic model and 

leakage information, at least minimum night flow in the absence of any other 

information. 

Evaluation of optimal control strategies and benefit analysis in terms of leakage 

reduction for the two case studies provided by Yorkshire Water Services has been 

included. DMA E067-Waterside, which has a boundary and one internal PRV, has been 

optimised and it has been found that, the leakage can be reduced by 20%. Due to the 

constant optimal pressure schedules of the PRVs, the flow modulation control is not 

applicable in this case. In another case study, DMA E093- Borrowby, which has four 

internal PRVs, the leakage can be reduced by 45%. The decomposed flow modulation 

control can be applied on the boundary node as well on the PRV2 of the DMA E093- 

Borrowby. 
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Chapter 6 

6 Pressure and Leakage Management in WDSs via Flow 

Modulation PRVs 

In this chapter, a genetic algorithm (GA) has been used to calculate the coefficients of 

second order relationship between the flow and the optimal outlet pressure for a PRV. 

The method has been implemented in Matlab linked to the Epanet hydraulic simulator. 

The obtained curve can be subsequently implemented using a flow modulation 

controller introduced in Chapter 7.  

The results of optimal PRV flow modulation via GA has been compared with the time 

schedule approach using a non-linear programming method described in chapter 5. The 

results of both techniques are very close to each other and resulted in almost the same 

amount of leakage reduction. The main advantage of the flow modulation in comparison 

to time schedules is that the modulation curve is calculated once and operates robustly 

over a wide range of demands. Although, the flow modulation is getting popular in the 

UK for single inlet DMAs, a special care must be taken for multi-inlet DMAs where 

interactions between inconsistent flow modulation curves may lead to resonance 

(hunting) phenomena. Hunting phenomena is an undesirable oscillation of appreciable 

magnitude, prolonged after external stimuli disappear. Sometimes called cycling or limit 

cycle, hunting is evidence of operation at or near the stability limit. In control valve 

applications, hunting would appear as an oscillation in the loading pressure to the 

actuator caused by instability in the control system or the valve position (FISHER 

2005). 

6.1 Motivation  
Applying pressure management policies in order to reduce water loss and the frequency 

of burst pipes in WDS becomes one of the most important issues in water industry. PRV 

and the recent electronic and hydraulic controllers provide promising tools to apply the 

pressure management policy. The motivation of the current study is to develop a robust 

time independent optimal setting of the PRV in terms of the outlet pressure depending 

on the PRV flow which is call flow modulation. A local embedded hydraulic controller 
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function to ensure that the pressure at the critical nodes will not violate the minimum 

allowed service pressure in the system at any time and is calculated as following. 

  (6.1) 

6.4 Decision Variables  
The decision variables in the formulated optimal pressure control problem are the 

coefficients A, B, and C of the flow modulation curve that has been used to calculate the 

boundary PRVs outlet head ih , as expressed in equation(6.2), bi I  representing the 

boundary PRV. 

  (6.2) 

The assumption for boundary PRV is not necessary valid for a DMA with multi-inlet 

and internal PRV. This can be explained by plotting an individual scatter plot 

 for each PRV. If the points form a smooth curve (a functional 

relationship) then the individual flow modulation is possible. If they form a cloud of 

points i.e. for a given flow a head is not determined uniquely (lack of a functional 

relationship) the individual flow modulation is not possible and either time schedules or 

centralised flow modulations should be implemented. In this case, a forced 

implementation of individual modulation curves will result in significant hunting and 

instabilities in the WDS.  

6.5 GA Implementation  
The described optimal algorithm has been coded in Matlab, using the provided GA 

toolbox (Chipperfield and Fleming 1995; MathWorks 2010) connected to Epanet 2 as 

hydraulic simulator. The algorithm of the optimal modulation of PRV can be used for 

off-line planning studies such as assessing the benefits of introducing the leakage 

management or for on-line pressure control, which can be implemented in feedback 

control as a real time control scheme (Drewa et al. 2007; Ulanicki et al. 2000). The 

feedback control structure uses controlled PRVs by sensing its flow, in such PRVs, the 

outlet pressure (set-point) depends on the valve flow.  
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It is assumed that the standard information required by a hydraulic model are given 

together with the information about the minimum night flow. The decision variables are 

the coefficient of the optimal flow modulation curve, A, B and C, in equation(6.2) for 

the boundary PRVs. The constraints are the minimum allowed pressure at the critical 

nodes. The fitness function represents the total leakage flow. The penalty term has been 

added to the fitness function to ensure the results are feasible and the pressure at the 

critical node is satisfying the constraints of minimum service at any value of the demand 

over the simulation horizon. Epanet has been used to simulate the hydraulic model of 

the network, the embedded GA toolbox in Matlab uses simulation results to compute 

the fitness function in order to find the optimal flow modulation characteristics and to 

check the feasibility of the proposed solution. Figure 6.1 presents a flowchart to 

illustrate how the fitness function is calculated. 

In the following section, a case study has been solved to assess the performance of the 

developed algorithm. The results of the optimal flow modulation found by GA have 

been compared with the solution of the optimal time schedule of PRV outlet pressure 

obtained by NLP method described in chapter 5.  
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Figure 6.1 Flowchart of the module of fitness function 

 

6.6 Case Stud y 

6.6.1 Case study description 

A016 DMA is predominantly urban domestic/industrial of total mains length 20.5 km, 

with a boundary PRV equipped with hydraulic controller to modulate the PRV outlet 

pressure according the total required flow, but the controller settings have been adjusted 

to keep the PRV outlet pressure constant, or the modulation has been deactivated. The 

topology of the hydraulic model is presented in Figure 6.2. The DMA contains 100 

demand nodes with a daily demand 3.6 Ml/d of which 51% leakage (1.85 Ml/d). The 

DMA has water supplied via the boundary PRV, which has a constant outlet head of 

93.0 m. The imported flow has a minimum value of 23.7 l/s  at 04:00 am and increases 

to reach its maximum value of 54.2 l/s at 9:00 am, then decreases to the average level of 

42 l/s during the day, as depicted in Figure 6.3. The hydraulic Epanet and Finesse 

models, GAMS code and CONOPT output result file of this case study are provided in 

the enclosed CD, file descriptions, paths and locations are listed in Appendix D. 
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Figure 6.2 The hydraulic model of DMA a016 

 

The optimal flow modulation curve for the boundary PRV of the DMA A016 has been 

calculated using GA, also the optimal time schedule of the inlet head has been obtained 

using the pressure control module in Finesse based on NLP algorithm described in 

chapter 5. Leakage reduction rates for both solutions have been evaluated. The 

optimisation aims to reduce the inlet flow with pressure constraints at the critical node 

above 20 m. In the DMA A016, the critical node with demand has been selected at the 

highest elevation of 59m. 
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Figure 6.3 Total imported flow and total leakage flow of the DMA A0116 

 

6.6.2 Results and discussion 

GA created 51 generation to reach the optimal characteristics of the flow modulation 

curve for the boundary PRV, each generation contains 50 chromosomes (populations 

size) with 25% a migration fraction. Figure 6.4 shows the best and mean values of the 

fitness function of the population at every generation. The optimal flow modulation 

curve is given by the following equation 

  

where, hi(t) is the PRV outlet head in [m] and qi(t) is the PRV flow in [l/s]. 

NLP algorithm implemented in chapter 5 has also been applied to the same case study 

in order to find the optimal time schedule of the PRV outlet head. The results of both 

techniques are discussed and compared, Table 6.1 summarises the total leakage and the 

leakage reduction in m3/day and as a percent of the original leakage. It is clear that, both 

techniques give almost the same results in terms of leakage reduction. 
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Figure 6.4 GA solution progress  

 

Table 6.1 Leakage data for GA and NLP  

 GA NLP 
Total leakage [m3/day] 1501 1472 
Leakage reduction [m3/day] 349 378 
Leakage reduction [%] 18.86 20.44 

 

The optimal modulation curve is depicted in Figure 6.5. The minimum head of 80 m 

corresponds to the minimum night flow of 18.2 l/s, and then it increases linearly as the 

demand increase to reach the maximum value of 86.6 m at the peak demand of 51.8 l/s. 

Figure 6.6 illustrates the optimal time schedule of the PRV outlet pressure resulted. 

Figure 6.7 shows the difference between the current and the optimal inlet flow to the 

DMA, which is 4.2 l/s on average. The minimum pressure of 20m at the critical point is 

maintained over the entire time horizon, as shown in Figure 6.8. In order to obtain the 

maximum benefits from the hydraulic controller, it is important to adjust the minimum 

and maximum outlet head of the PRV according to the provided flow modulation curve 

as depicted in Figure 6.5.  
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Figure 6.5 Optimal modulation curves obtained from GA and NLP techniques  

 

 

Figure 6.6 The current and the optimal schedules of PRV outlet head obtained from GA and NLP 
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Figure 6.7 The current and the optimal imported flow obtained from GA and NLP 

 

 

Figure 6.8 The current and the optimal critical node pressure 
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6.6.3 Summary 

The benefits of applying pressure control policy in WDS in order to reduce the leakage 

have been discussed. The pressure management via flow modulation has been applied 

and its benefits have been documented. Flow modulation PRVs can be operated either 

hydraulically or electronically to modulate the outlet pressure according to the demand 

level and required pressure at critical nodes.  

GA has been used to derive the optimal coefficients of a second order relationship 

between the flow and the outlet pressure for a PRV. The method has been implemented 

in Matlab linked to the Epanet hydraulic simulator. The obtained curve can be 

subsequently implemented using a flow modulation controller in a feedback control 

scheme.  

The results of optimal PRV flow modulation via GA has been compared with the time 

schedule approach using a non-linear programming method described in chapter 5. The 

results of both techniques are very close and resulted in almost the same amount of 

leakage reduction. The main advantage of the flow modulation in comparison to time 

schedules is that the modulation curve is calculated once and can be used over a wide 

range of demand. The performed evaluation of optimal control strategies for the DMA 

A016, which has one boundary PRV, indicates that the leakage can be reduced by up to 

18.8% of its original value.  
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PRV can be a fixed set-point, dual (time or flow) set-point, or fully modulated. A fixed 

set-point PRV is a standard PRV that regulates a high, varying upstream pressure to a 

lower fixed and stable downstream pressure, regardless of variations in demand. The 

set-point of the fixed outlet PRV is manually set so that the pressure at the critical node 

is higher than the minimum value as required by the local regulations. Dual set-point 

PRV regulates the outlet pressure to two different values according to the time of the 

day or the demand. The high set-point is selected in the same manner as in the fixed set-

point PRV, while the lower setting point is adjusted considering the lower system 

friction losses correlating to the low demand. The application of this valve achieves 

better leakage reduction compared with the fixed set-point PRV. However, the pressure 

at the critical node may still be too high if the demand is lower than the maximum 

demand but not sufficiently low to switch to the low pressure setting. Therefore, the 

classical usage for dual set-point PRV would be in locations where there is a distinct 

difference between the normal demand and the low demand, such as in a case of a PRV 

supplying a DMA with normal domestic demand and a single large industrial customer 

which causes a significant flow increase. The fully modulated PRV regulates the outlet 

pressure to varying set-points, so that the pressure at the critical node remains fixed at 

the minimum allowed pressure and stable regardless of friction losses variations due to 

demand. The set-points can be modulated according to either demand, time of the day, 

or current value of pressure at the critical node, which is sent via telemetry system to the 

PRV controller. This type of operation enables a maximum optimization of leakage 

reduction, with the best level of customer service, as the pressure is kept stable 

regardless of demand variations. Fully modulated PRVs are usually controlled by an 

electronic controller that monitors the pressures and/or the demand flow and modifies 

the set-point of the pilot valve of a standard PRV. 

During implementation of a pressure control scheme, both steady state and dynamic 

aspects should be considered (Brunone and Morelli 1999; Prescott and Ulanicki 2003; 

Prescott and Ulanicki 2008; Ulanicki et al. 2000). The steady state aspects ensure that 

PRV set-points are changed according to the demand to minimise background leakage 

and to satisfy the minimum required pressure at the critical nodes. The dynamic aspect 

considers preventing excessive pressure hunting (oscillations) across a network caused 

by interactions between modulating valves and dynamics in a water network. A better 
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understanding of the dynamics of PRVs and networks will lead to improved control 

strategies and reduced instabilities and leakage. Dynamic models are currently available 

for representing behaviour of most water network components. Such models are 

relatively simple, accurate and can be easily solved (Andersen and Powell 1999; 

Brunone and Morelli 1999; Pérez et al. 1993). In (Prescott and Ulanicki 2003) PRV 

dynamic phenomenological, behavioural and linear models to represent dynamic and 

transient behaviour of PRVs were developed, while in (Prescott and Ulanicki 2008) a 

model to investigate the interaction between PRVs and water network transients was 

described; transient pipe network models incorporating random demand were combined 

with a behavioural PRV model to demonstrate that sudden changes in the system 

demand can produce large and persistent pressure variations, similar to those seen in 

practical experiments.  

The pressure control is more efficient if there is a possibility of automatically adjusting 

a set-point of a PRV according to the PRV flow - so called flow modulation. The PRV 

set-point can be adjusted electronically or hydraulically. The former requires the use of 

a flow sensor, a microcontroller and solenoid valves acting as actuators. The major 

disadvantage of this solution is the necessity of providing electrical power supply and 

the exposure of the electronic equipment to harsh field conditions. A hydraulic flow 

modulator is a simpler solution and is considered to be more robust than an electronic 

controller. The AQUAI-MOD® hydraulic controller manufactured by the Aquavent 

company (Peterborough, UK) is probably the first hydraulic flow modulator available in 

the market.  

The AQUAI-MOD® hydraulic controller can be used to implement optimal pressure 

control strategies which have been developed earlier and described in chapters 5 and 6 

by modulating the outlet pressure of the PRVs according to the flow. Such an approach 

minimises continuous over pressurisation and stress on the mains which extends 

infrastructure life, and therefore reduces leakage and subsequently reduces energy 

consumption by pumping smaller volume of water (Colombo and Karney 2009; 

Thornton and Lambert 2007). 

 

The main aim of this work is to develop a detailed mathematical model of the PRV 

coupled with AQUAI-MOD® hydraulic controller based on phenomenological concept 
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Figure 7.1. AQUAI -MOD® controller ant its connection to PRV (Patents Pending GB 0711413.5,  
�,�Q�W�¶�O���3�&�7���*�%������������������������ 
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Figure 7.3. AQUAI -MOD hydraulic controller experiment layout  
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