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Abstract

Sentiment analysis of social media textual posts can provide information and knowledge that is applicable in social settings, business intelligence, evaluation of citizens’ opinions in governance, and in mood triggered devices in the Internet of Things. Feature extraction and selection is a key determinant of accuracy and computational cost of machine learning models for such analysis. Most feature extraction and selection techniques utilize bag of words, N-grams, and frequency-based algorithms especially Term Frequency-Inverse Document Frequency. However, these approaches do not consider relationships between words, they ignore words’ characteristics and they suffer high feature dimensionality. In this paper we propose and evaluate a feature extraction and selection approach that utilizes a fixed hybrid N-gram window for feature extraction and minimum redundancy maximum relevance feature selection algorithm for sentence level sentiment analysis. The approach improves the existing features extraction techniques, specifically the N-gram by generating a hybrid vector from words, Part of Speech (POS) tags, and word semantic orientation. The vector is extracted by using a static trigram window identified by a lexicon where a sentiment word appears in a sentence. A blend of the words, POS tags, and the sentiment orientations of the static trigram are used to build the feature vector. The optimal features from the vector are then selected using minimum redundancy maximum relevance (MRMR) algorithm. Experiments were carried out using the public Yelp dataset to compare the performance of the proposed model and existing feature extraction models (BOW, normal N-grams and lexicon-based bag of words semantic orientations). Using supervised machine learning classifiers the experimental results showed that the proposed model had the highest F-measure (88.64%) compared to the highest (83.55%) from baseline approaches. Wilcoxon test carried out ascertained that the proposed approach performed significantly better than the baseline approaches. Comparative performance analysis with other datasets further affirmed that the proposed approach is generalizable.
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1 | INTRODUCTION

User generated content has been on the increase with the growth of Internet and associated web 3.0 technologies. According to Reference 1 such data are increasing daily and are availed mostly through social media and worldwide web in the form of user comments and reviews. Sentiment analysis of these comments and reviews can enable businesses optimize their decisions on customer’s opinions about the products they offer. People are also keen on making decisions based on other people's opinions, governments and political leaders use sentiment analysis to discover citizens’ preferences and opinions on governance issues. Despite the potential benefits, analyzing such texts for sentiment classification still poses challenges to data analytics. Such content is characterized by short sentences that are unstructured, semi-structured, high in volume and normally full of colloquial language, thus posing a challenge in the effort to analyze them. Therefore, identification of features to represent the sentences for input in classification models has become an important research problem.

Feature representation and selection is the process of determining the most robust attributes that represent a text and can be used to effectively and efficiently predict the sentiment class of the text. It is thus a determinant factor in accuracy of Sentiment Analysis. There are several techniques used for feature representation and selection in Sentiment Analysis which include Bag of Words, Term Frequency-Inverse Document Frequency (TF-IDF), N-grams, word embedding, and NLP (Natural Language processing). Most of these techniques suffer from high feature dimensionality and computational complexity.

Most feature extraction techniques generate features from the entire sentence or document. Recently, attention on feature extraction techniques that focus on a segment or section of a document or sentence has increased. This has mainly been done on document level sentiment analysis where the topic, introduction or conclusions of the document are considered. This implies that an opinion in a subjective sentence or document may not necessarily be in the entire sentence or document but in a specific part. However, existing works that focus on specific parts of a sentence for feature extraction do not clearly show how the sentences are classified but concentrate on generation of word dictionaries, similarities and sentiments. Research experiments that consider specific words in a sentence mostly use Word2Vec models to determine word semantic orientations, meanings and synonyms. In such cases Continuous Bag of Words and Skip-gram models are applied. However, vectors obtained through such models do not consider word arrangements, context of the words and other words syntaxes such as POS tags. For effective feature extraction and representation for sentence level sentiment classification, it is crucial to include other linguistic aspects such as POS tags, word semantic orientations and arrangement. In relation to this, we develop an approach, herein the proposed Lexicon-pointed hybrid N-gram Features Extraction Model (LeNFEM). The model utilizes sentiment lexicon, N-grams and minimum redundancy maximum relevance feature selection algorithm for sentence level sentiment analysis. The approach is based on two algorithms: Fixed hybrid N-grams algorithm and MMRR features selection algorithm. A fixed word trigram is identified in a subjective sentence using a sentiment lexicon. The trigram words are then used to generate a vector from words, POS tags and word semantic orientations to represent a subjective sentence. Lastly, MMRR feature selection algorithm is used to identify the optimal features that are used as input to a machine learning classifier.

The main purpose of this work is to develop a systematic approach of extracting and selecting optimal features to effectively and efficiently classify subjective social media posts (sentences). This work, therefore, advances the feature extraction and selection phase in sentence level sentiment classification process. The approach proposed is slightly similar to existing works such as References 14,15 but with a key distinction. The key difference is that, while they use N-grams, Word2Vec models and TF-IDF to build document representations they do so from the entire document. However, our work builds the document representation in form of a hybrid vector identified from a specific part of a sentence. As a result, this paper makes the following contributions. First, we propose the use of hybrid features that are built from words, POS tags, and word semantic orientations identified using a fixed trigram. The novelty of the approach is in the utilization of sentiment lexicon in identification of a fixed trigram, instead of the conventional sliding window N-gram, from a subjective sentence. Furthermore, existing N-grams are based on words; however, this work investigates the use of hybrid N-grams of words, POS tags and sentiment polarities which is advancement in utilization of N-grams in sentiment analysis. The approach improves the traditional approaches since the semantic and syntactic information between words is considered through the utilization of the POS tags and sentiment polarities of words. Secondly, we apply minimum redundancy maximum relevance feature selection algorithm to optimize the features. This is an advancement of the norm where the algorithm is mostly used in gene data. We believe that the fixed trigram window provides an effective approach for identifying a specific part of a subjective sentence to simplify semantic classification of social media posts.
The rest of the paper is organized as follows. Section 2 presents related work. The proposed LeNFEM approach is described in Section 3. Section 4 describes the methodology and implementation details. The result and discussion are presented in Section 5. Finally, Section 6 concludes the paper, highlights the limitations, and recommends areas for future work.

2 | RELATED WORK

Feature extraction and selection in sentiment analysis is the process of identifying features that fully and optimally represent the text to be classified.\(^6\),\(^11\) Two main challenges arise from feature extraction (i) the features that fully represent the text\(^17\) and (ii) the optimal features that can be used to infer the sentiment class of the text. In the first challenge, there are many feature extraction techniques such as Bag of Words, TF-IDF, N-grams, word embedding and NLP techniques. These techniques mostly consider the entire document or sentence in generating the vector representation which leads to increase in feature dimensionality. According to Guo and Yao\(^18\) these techniques do not consider semantic and syntactic information between words since each word is taken independently. In the second challenge, feature selection techniques, which are categorized as filters, wrapper and embedded techniques are used in feature dimensionality reduction. While feature selection techniques have proved to be efficient in optimal feature selection, there is need to ensure that the right features are extracted at the feature extraction stage.

Recently, vector representations of documents or sentences are used as input features into supervised machine learning classifiers. Techniques used to build the vector representations include, TF-IDF,\(^11\),\(^14\) N-grams\(^11\),\(^19\) and Word2Vec models\(^15\),\(^20\) among others. Chug, Gupta and Ahuja\(^11\) analyzed the impact of two feature extraction techniques; TF-IDF word level and N-Gram on SS-Tweet dataset of sentiment analysis. They found out that TF-IDF is better compared to N-gram (n = 2). Despite showing that N-grams are features that can be used to represent a text, they did not show clearly how the vector representation was built thus making the proposal difficult to replicate. Further, N-grams are converted into vectors using their occurrence, frequency or TF-IDF values. Therefore, arguing that TF-IDF performs better than N-grams simply portrays some disconnect between the techniques. For instance, when N = 1, the representation reduces to a mere bag of words that can be represented by TF-IDF values. However, several researchers have used TF-IDF for document vector representation.\(^14\),\(^15\)

Barkha and Sangeet\(^14\) used TF-IDF weighting scheme to find similar semantic words after which they used CBOW and Skip-gram models to classify online reviews. They however, proposed that concatenating word vectors for representing a document can be computationally expensive but can demonstrate more accurate results. This is supported by Fatma\(^19\) that text has to be transformed into numeric representations suitable for learning algorithms. The weakness in their work is that they did not show how the vector representation was built since they used black box CBOW and Skip gram models used for classification by tuning the parameters. Nevertheless, they put forth two important recommendations which this research has exploited; that Lexicon based labeling can improve the Word2vec models and the need to test use of Word2Vec in short texts like tweets. These recommendations critically implied that any work that combines Word2Vec representations with lexicon labeling of words would improve feature extraction for sentiment analysis. Such a recommendation is also supported by Bagus et al\(^21\) that semantic labeling of words has the potential of improving supervised sentiment classification since bag of words doesn’t consider semantic of words.

Fatma\(^19\) did text classification using bi-gram alphabet as features. The approach has two main contributions to text classification research. First, they demonstrated the possibility of using constant feature terms that are based on the standard alphabet without the need for the documents vocabularies which definitely helps in reducing the dimensions of the vector space for large corpus. The information content of an alphabet is difficult to infer. Sujata and Shinde\(^22\) highlighted that when selecting features its crucial to consider information content of the features. Therefore, the use of a higher level linguistic gram like a word or phrase is better since a word or a phrase contains more information than an alphabet. Our work is similar to Fatma’s work\(^19\) because we use N-grams but differs since we use fixed words trigram instead of bigram alphabet. Although the use of word trigram increases dimensionality we control it by using a fixed trigram instead of the sliding window N-gram.

In their work Zhou and Liu\(^15\) they proposed a new model named Latent Semantic Analysis and Word2Vec (LSA) + Word2Vec model to create document vectors in vector space using the Convolutional Neural Network (CNN) model. They generated a 2- dimensional document vector weighted with TF-IDF of the words to fully represent a document in vector space. Although the technique can map document to vector space under the premise of keeping document contents fully, they did not show how the same could be applied in sentence level sentiment analysis. Further the matrix
generated was a 3-dimensional matrix and the meaning of every word was considered thus leading to high computation cost and high features. Sujata and Shinde used important words such as nouns, adjectives, intensifiers, verbs, and linguistic features of praise and complaint sentences and Affin dictionary to calculate extreme sentiment of each sentence. They further used Hybrid features like meta, Synthetic, content, and Semantic features of the sentences. The problem of high feature dimensionality again arises here since the features were selected from the entire sentence.

Chuhan et al.23 affirmed that sentiment words are important units in text and therefore can convey sentiment in a document or a sentence. The researchers also confirmed that sentiment lexicons have the potential to improve sentiment classification. In their work, they used neural networks to identify sentiment bearing words and further classify the sentiment words in various sentiment lexicons. Though their work can be used as a basis for using sentiment lexicons in sentiment classification they did not show how the sentiment lexicons and words could be applied in sentence level sentiment classification. Ren et al.24 agreed with Chuhan et al.23 that adding lexicons into machine learning classifiers can improve the performance of sentence level sentiment classification. They proposed lexicon-enhanced attention network (Lean) model based on bidirectional Long Short Term Memory (LSTM). In their work, they used lexicons and bidirectional LSTM to identify sentiment words in a sentence and the aspect that the sentiment is being directed to.

In their work,20 word vectors were generated from pre-trained Word2Vec model and CNN layer was used to extract better features for short sentences categorization. Multiple channels pattern is applied for text processing in which one channel could be the sequence of words, another channel the sequence of corresponding POS tags, and the third one the shape of the word. The channels are then combined into a single vector that captures the most relevant features of the sentence. To solve the weakness of focusing on entire sentence for feature extraction, we considered three proposals; first was by Zhao et al.25 that attention based feature extraction in a sentence has the potential of improving sentiment classification task; and the second and third were by Li et al.26 and Chuhan et al.23 that cooperating prior sentiment knowledge into word representations has the potential to improve sentiment analysis. In both we use sentiment lexicon to identify a section of a sentence and to label the semantic orientation of the words from the identified section.

Although our work is in the area of feature extraction and selection for sentence level sentiment classification, it is slightly similar to the work in14,15,19,22 since it uses word vector sentence representations using N-gram and Lexicon dictionary. The key difference with our work is that while they use N-grams, Word2Vec models and TF-IDF to build document representations they do so from the entire document (sentence), in our work, we use tri-grams words, their POS tags and Semantic orientations identified from a specific part of a sentence by utilizing the proposals by references.25,26 As a result, our approach is able to utilize N-grams models, NLP techniques and sentiment lexicon to advance short sentences vector representation and consequently improve sentence level sentiment classification. Further the features are selected using the minimum redundancy maximum relevance feature selection algorithm. There are several feature selection algorithms categorized as filter, wrapper and embedded methods. The minimum redundancy maximum relevance was chosen since it’s the most reliable approach due to its accuracy according to Gallego, et al.27 It’s a filter method thus faster since filter methods are faster than wrapper and embedded methods.28

From the above discussion, we acknowledge that the use of vector representations as features for sentence level sentiment classification simplifies sentiment classification by use of N-grams, TF-IDF, and Word2Vec models. However, there is a need to improve the techniques to address high feature dimensionality and optimize performance of machine learning classifiers. We use a static trigram window based on the position of sentiment term in a subjective sentence. The sentiment term is identified from a sentiment lexicon. The features are further optimized using the minimum redundancy maximum relevance feature selection algorithm. The proposed approach provides an efficient and effective solution to the feature extraction problem that shows demonstrable improvements to classifier performance.

3 | PROPOSED LENFEM

3.1 | Overview

Sentiment classification models consist of three modules; Text data preprocessing module, feature representation module and sentiment classification module.10 Sentence level sentiment analysis is a sentiment classification problem in which a subjective sentence is categorized into an opinion class. In the proposed model, the feature representation module is adjusted. The conceptual architecture of the proposed approach is shown in Figure 1.
The conceptual model shows that the feature representation module uses a combination of N-grams, Sentiment Lexicon and POS tagger to build an N-gram2vector and further reduces the vector space by MRMR algorithm. Each component in Figure 1 is discussed in detail in Sections 3.2, 3.3, and 3.4.

3.2 Sentence text data input and preprocessing

Social media texts are normally unstructured, noisy and inconsistent. The tweets are cleaned of non-English words or sentences, abbreviations and emoticons and stop words after input. Tokenization and transformation of the texts into lower case is also done to split the sentences into separable words. Then the preprocessed data are used for feature vector construction and representation.

3.3 Feature representation: The sentence vector

The novelty of our approach is in the modification of the feature representation module. We propose the lexicon hybrid N-gram2vector model to generate sentiment term aspects in form of a row vector to represent a subjective sentence. The vector attributes are further filtered using the minimum redundancy maximum relevance (MRMR) algorithm.

3.3.1 Hybrid static N-grams2vec model

We first build a vector of hybrid static N-grams. To construct a vector using N-grams, each sentence is converted into overlapping N-grams by running a predefined window of size N. N-gram is a statistical language model (LM) where a document or a sentence is broken down into a sequence of words \( w_i (w_1, w_2, ... w_n) \). N-gram is the most used LM which makes a Markov assumption and defines the context \( \Phi (W_{i-1}) \) as:

\[
\Phi (W_{i-1}) = w_{i-n+1}, w_{i-n+2}, ... , w_{i-1} = h. \tag{1}
\]

For, \( N = 1 \) the context does not exist hence it’s the normal bag of words.

\( N = 2 \) the context becomes \( \Phi (W_{i-1}) = w_{i-1}, w_i \) Thus two words are considered.

\( N = 3 \) the context becomes \( \Phi (W_{i-1}) = w_{i-2}, w_{i-1}, w_i \) Thus three words are considered.

From the formal definition, an N-gram is thus a textual sequence containing N adjacent ‘textual units’ from a particular sentence or document. A ‘textual unit’ can be identified as a character, word or a phrase depending on the context of interest from which a vector representation of the N-grams is formed. In this work we identify the N-gram at word level.
Each of the N-grams is a coordinate in a vector which represents the text under study. The frequency, occurrence or any other metric of this n-gram in the text becomes the value of this coordinate. The simplest n-gram is the unigram, where n = 1, which is basically the normal “bag-of-words” (BOW) representation. To generate the vector from a huge text dataset can be challenging. N-grams models are widely used in NLP tasks since they are simple and effective. However, in n-grams each sentence is converted into a bag of n-grams and represented as a vector of occurrence frequency without taking into consideration the information encapsulated in the n-grams of the original text. This leads to so many irrelevant and redundant attributes in the vector. The sliding window of the n-gram also makes the variables more and thus some become less relevant.

Here we proposed a novel way of utilizing N-gram model for feature extraction in sentence level sentiment analysis. After generating the N-grams (N = 3) representing a sentence, we identify one three words N-gram that contains a sentiment term. This is achieved by invoking a sentiment lexicon that points to an N-gram containing the sentiment term after generation of the three words N-grams of the sentence. The identified N-gram is then split to a bag of three words. The three words are then used to construct a hybrid vector for the sentence from the words, their POS tag and their sentiment orientation. From Equation (1) and using N = 3, the context becomes;

\[
\Phi (A_{i-1}) = W_{i-2}, W_{i-1}, W_i, P_{i-2}, P_{i-1}, P_i, O_{i-2}, O_{i-1}, O_i.
\]

(2)

To obtain the vector of the hybrid of words, POS tags and the sentiment orientations, binary occurrences or TF-IDF text vectorization schemes are used. In binary occurrence vectorization, if the word (w_i), the POS tag (P_i) or the sentiment orientation (O_i) is present in a sentence (S_i) a value one (1) is assigned otherwise a zero (0) is assigned.

TF-IDF is a text vectorization scheme which is calculated in two steps. First the term frequency (TF) is obtained as the ratio of number of times a term \( t \) appears in a sentence \( s \) to the total number of terms in the sentence given as;

\[
TF(t, s) = \log(1 + \text{feq}(t, s)).
\]

(3)

Secondly, The Inverse Document Frequency (IDF) is given as the ratio of total number of sentences (S) in the corpus to the total number of sentences (S_t) that contain at least an occurrence of term (t) given as;

\[
\text{IDF}(t, S) = \log(S/S_t) + 1.
\]

(4)

Then combining Equations (3) and (4) we have;

\[
\text{TF - IDF} = \log(1 + \text{feq}(t, s)) \ast \log(S/S_t) + 1.
\]

(5)

Assumptions
1. From the word trigram, three scenarios arise, first the sentiment word may be the first word, secondly the sentiment term may be the second word in between the other two words and thirdly, the sentiment word may be the last word among the three words. It is assumed that the order of the words has insignificant effect on the model.
2. It is assumed that the objective sentence has only one opinion thus one sentiment term in one part of the sentence. If two opinion terms appear close to one another they support the opinion or negate it thus giving the right opinion classification of the sentence. Sometimes a sentence may contain more than one opinion and thus more than one sentiment term.

In the next section, we present the algorithms that model and implement the static hybrid N-gram2vec representation.

### 3.3.2 Static hybrid N-gram2vec algorithm

We propose a formal static hybrid N-gram2vec model whose characteristics and operation are described below. We define a number of parameters used to describe the operation of the model. Significant parameters include the size of the N-gram which is $N = 3$, which was chosen since it’s a robust size of N-gram in terms of machine performance, the sentiment term, the static N-gram words, their POS tags and their Semantic orientations. The algorithm aims at returning the vector representation of the subjective sentence.

**Definitions**

Let:
- $D$: Sentiment Lexicon
- $P$: Part of Speech tagger
- $S$: Subjective sentence corpus
- $\mathbf{v}$: Vector representation of a subjective sentence ($S_i$)
- $W_i$: Sentiment term
- $W_{1i}$: the first word neighboring the sentiment term
- $W_{2i}$: the second word neighboring the sentiment term
- $P_i$: POS tag of the Sentiment term
- $P_{1i}$: POS tag of the first word neighboring the sentiment term

**FIGURE 2** The sentence N-gram vector generator

---

**FIGURE 2** The sentence N-gram vector generator

---
P2: POS tag of the second word neighboring the sentiment term
O1: Semantic orientation of sentiment term
O2: Semantic orientation of the first word neighboring the sentiment term
O3: Semantic orientation of second word neighboring the sentiment term
v_w: Vector of words
v_p: Vector of POS tags
v_s: Vector of Sentiment orientations.

We define the vector representation, \( \mathbf{v} \), of a subjective sentence, \( S_i \), as a concatenation of the three vectors; \( v_w \), \( v_p \) and \( v_s \), as shown below:

\[
\mathbf{v} = < v_w \& v_p \& v_s >.
\]

The three vectors \( v_w \), \( v_p \), and \( v_s \) are values obtained from the occurrences or TF-IDF of the words, POS tags, and sentiment orientations.

We also define the matrix \( \mathbf{M}^1 \) as the collection of row vectors \( \mathbf{B}_i \) which are the bag of words, POS tags, and semantic orientations for each sentence given as:

\[
\mathbf{M}^1 = \begin{bmatrix}
\mathbf{B}_1 \\
\vdots \\
\mathbf{B}_n
\end{bmatrix}
\]

\( n \) is the number of sentences in the Corpus.

The algorithm listing of the sentence vector representation generation is presented in Figure 3.

---

**Input:** Receives preprocessed Sentence corpus (S), the Sentiment Lexicon (D) and the POS tagger (P)

**Output:** A Vector representation (\( \mathbf{v}_i \)) representing the subjective sentence

**START**

Set the N-gram value to N=3

FOR each sentence \( S_i \in S \) word tokens

PRINT the trigrams;

Call the Sentiment Lexicon (D)

FOR each trigram check for a semantic word;

IF a trigram contains a semantic word THEN

PRINT the trigram \( \mathbf{w}_i \)

BREAK

ELSE delete the trigram

ENDIF

Generate sentence vector \( (\mathbf{w}_i, \mathbf{P}_i, \mathbf{D}) \)

FOR each word \( \mathbf{w}_i \) in trigram \( \mathbf{w} \)

READ \( \mathbf{w}_i \) into Bag of words \( \mathbf{B}_w \)

DETERMINE the POS tag \( \mathbf{p}_i \) of \( \mathbf{w}_i \) (using POS tagger P) into Bag of POS tags \( \mathbf{B}_p \)

DETERMINE the sentiment orientation \( \mathbf{O}_i \) of \( \mathbf{w}_i \) (from the sentiment Lexicon) into Bag of sentiment Orientation \( \mathbf{B}_o \)

END

Update \( \mathbf{B}_i \): \( \langle \mathbf{B}_w \& \mathbf{B}_p \& \mathbf{B}_o \rangle \)

RETURN Matrix \( \mathbf{M}^1 = \begin{bmatrix}
\mathbf{B}_1 \\
\vdots \\
\mathbf{B}_n
\end{bmatrix} \) \( n \) is the number of sentences in the corpus

FOR each \( \mathbf{w}_i \), \( \mathbf{P}_i \), and \( \mathbf{O}_i \) in \( \mathbf{B}_i \)

COMPUTE its Binary Occurrence or TF-IDF* value into vector \( \mathbf{v}_i : \langle \mathbf{v}_w \& \mathbf{v}_p \& \mathbf{v}_o \rangle \)

END

Return Vector \( \mathbf{v}_i \).

**FIGURE 3** Sentence vector generation algorithm listing
3.3.3 Dimensionality reduction using maximum relevance minimum redundancy (MRMR)

The N-gram vector generated contains many features hence the need for dimensionality reduction. In this research we apply and test Maximum Relevance Minimum Redundancy (MRMR) as proposed by the authors in References 31-33. In MRMR, Mutual Information is used since the features are discrete. First the Mutual Information ($I_{min}$) for each feature is determined as the level of similarity between it and each of the other features calculated as shown in Equation (6).

$$I_{min}(f_i : f_j) = \sum_{i \in I} \sum_{y \in Y} P(i, y) \log \frac{P(i,y)}{P(i)P(y)}.$$  

where $f_i$ is the feature and $f_j$ is the other feature being compared. This is calculated for all features in the vector. Secondly, the relevance is determined by calculating the Mutual Information between a feature and the class ($I_{max}$) calculated as shown in Equation (7).

$$I_{max}(f_i : C_i) = \sum_{f_i \in I} \sum_{C_i \in I} P(f_i, C_i) \log \frac{P(f_i, C_i)}{P(f_i)P(C_i)}.$$  

where $f_i$ is the feature and $C_i$ is the class. This is used to eliminate the irrelevant features since features with high mutual information with the class have high relationship with the class thus more relevant.

To select the most relevant features the Mutual Information Quotient between $I_{min}$ and $I_{max}$ for each feature is noted and the features sorted from the one with maximum quotient as suggested by Houda et al. The feature selection algorithm listing is presented in Figure 4.

From Figure 4, the output is a sorted matrix of features and sentence representations, the optimal features (that provides the best classification performance) can then be selected from the entire set of features. Combining algorithms 1 and 2 gives the algorithm of the proposed approach as listed in Figure 5.
To identify the optimal features, cross validation is used for various values of k (number of features) and the F-measure performance of each k noted. The optimal k (number of features) is the maximum number of features that gives the highest model performance (Y). The optimal number of features is dependent on the classifier used. The optimal features are used with supervised learning machine classifier to classify the post.

3.4 Classification

There are several methods of classification that can utilize the optimized features generated by the approach. They broadly categorized into unsupervised and supervised Machine learning classifiers. The supervised machine learning classifiers are used when there is a labeled data available. In this case there should be labeled sentences which can be used to train a machine learning classifier. In absence of a labeled data unsupervised machine learning classifiers are used. It is also worthy to note that the output of the approach can also be used in deep learning as input layer to the learner.

4 EXPERIMENTAL SETUP AND EVALUATION DETAILS

This section describes the dataset used, the preprocessing techniques used and the experiments carried out to evaluate the performance of the proposed approach. The tools and techniques used in model formulation and evaluation are also discussed.

4.1 Dataset description and preprocessing

A sentence text dataset compiled by Kotzias34 was used to perform the experiments. The dataset contains 3000 sentences labeled with positive or negative sentiment. The sentences were extracted from reviews of products, movies, and restaurants obtained from amazon.com and imdb.com websites respectively. For each website, there exist 500 positive and 500 negative sentences which were selected randomly from larger datasets of reviews. The tweets were cleaned of non-English words or sentences, abbreviations, emoticons and stop words using Java Stanford Core NLP libraries. Stanford Core NLP tokenizer was used to tokenize the posts and POS tagging. The Sentiment lexicon35 was used to identify sentiment terms. Thorough experiments were first done using the Yelp dataset and later we confirmed the performance of the proposed model using the movies and products dataset. The Yelp dataset’s 1000 tweets were cleaned to 996 tweets. Of this, 498 were negative and 498 were positive.

4.2 Preparation of the experimental matrices

Four Matrices were prepared from the Yelp dataset for the experiments. One using the proposed approach, the second matrix was prepared using the Bag of Words of the tweets, the third one compiled using the normal N-grams (n = 3) and
the fourth using a lexicon to convert the sentences into bag of words semantic orientations. Using the proposed approach, the hybrid vector was compiled as discussed in Section 3. The latter three matrices were used to generate results as baseline approaches for comparison with the proposed approach. After investigating the performance of the proposed approach using the Yelp dataset, an experiment was also performed to test the approach with the other two datasets (the Amazon’s products dataset and the Imdb’s movie dataset).

### 4.3 Model formulation and performance evaluation

Cross validation method was used with 30 random splits of the data. The performance measure (F measure) was computed for each split and the average result and the standard deviation recorded for the proposed approach and baseline approaches using the four machine learning classifiers. Rapid Miner Studio 9.0, a data mining environment was used to formulate and evaluate the models using four supervised machine learning algorithms (Naïve Bayes, K-nearest Neighbor, Decision Tree and Support Vector Machines). To evaluate the performance of the proposed approach, the performance results of the supervised machine learning algorithms used to simulate the model were plotted in a confusion matrix.36

From the confusion matrix, weighted accuracy, precision, recall and F measure were used as performance metrics to evaluate the performance of the approach. The metrics are defined and presented in Equations (5)–(8).

Accuracy is the proportion of correctly predicted cases to the total cases.

\[
\text{Accuracy} = \frac{A + D}{\text{total cases}}
\]

Recall is the proportion of actual cases correctly classified. It is also referred to as sensitivity or true predicted (TP) rate.

\[
\text{Weighted Recall} = \frac{\text{TP positive} + \text{TP negative}}{2}
\]

where

\[
\text{TP positive} = \frac{A}{A + B}
\]

\[
\text{TP negative} = \frac{D}{C + D}
\]

Precision is the proportion of predictions that are correct.

\[
\text{Weighted Precision} = \frac{\text{Precision positive} + \text{Precision negative}}{2}
\]

where

\[
\text{Precision positive} = \frac{A}{A + C}
\]

\[
\text{Precision negative} = \frac{D}{B + D}
\]

\[
F \text{ measure} = 2 \times \text{precision} \times \text{Recall} / (\text{precision} + \text{Recall})
\]

Lastly, we compare the performance of the proposed approach with baseline feature selection approaches using F Measure performance metric.

### 5 EXPERIMENTAL RESULTS

This section describes the results obtained from the three experiments conducted. The first experiment was conducted using text vector obtained from the normal Bag of Words (BoW), normal 3 N-Grams, Bag of words’ sentiment polarities
and the proposed approach (Static Hybrid 3 N-gram) using binary occurrence algorithm. The bag of words’ sentiment polarities were obtained by using the lexicon to identify the polarities of the words in the sentences into positive, negative or neutral (for words not found in the lexicon). In the second experiment vectorization was done using TF-IDF algorithm. The third experiment was a comparison of the performance of the proposed approach using the two vectorization algorithms; the binary occurrence and the TF-IDF. The fourth experiment was an analysis of the effect of using MRMR feature selection on the proposed approach. The fifth experiment was a performance investigation of the proposed approach with other datasets (products and movies datasets). To evaluate the performance and the feasibility of the approach in each experiment we obtained the accuracy, recall and precision metrics from which F-measure was calculated as shown in Equation (11).

5.1 Experiment results I: Using binary occurrences vector

The experiment was done using the normal Bag of Words (BoW), normal 3 N-Grams, lexicon-based bag of words’ polarities and the proposed approach (LeNFEM). Using the proposed approach (LeNFEM) we first identify the optimal features. Since MRMR algorithm sorts the features in order of importance, Figure 6 presents how the performance varies as the number of selected features increased. We present the results for the first 200 features from the total 973 features since the performance seemed to stabilize for all classifiers used from 50 features and reduce at 200 features.

From Figure 6, it is clear that as the number of features selected increases, the classification performance increases to a point where it stabilizes. The highest performance for Decision Tree was achieved with 25 features, K – NN (K = 5) with 65 features, Naïve Bayes with 130 features and for Support vector machine was 150 features. Details of the F-measure performance for each approach and machine classifier used were as presented in Table 1.
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**Figure 6** F-Measure performance trend against number of features

<table>
<thead>
<tr>
<th>Feature extraction approach</th>
<th>Machine learning classifier</th>
<th>F-measure performance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Naïve Bayes</td>
<td>K - NN</td>
</tr>
<tr>
<td>Bag of words</td>
<td>n F (%)</td>
<td>n F (%)</td>
</tr>
<tr>
<td>1783</td>
<td>72.24 +/- 0.520</td>
<td>1783</td>
</tr>
<tr>
<td>3N-gram</td>
<td>8626</td>
<td>70.72 +/- 0.551</td>
</tr>
<tr>
<td>Bag of words’ polarities</td>
<td>4</td>
<td>82.34 +/- 0.651</td>
</tr>
<tr>
<td>LeNFEM</td>
<td>130</td>
<td>84.68 +/- 0.671</td>
</tr>
</tbody>
</table>

*Note: n is the number of features used, F (%) is the F-measure +/- the standard deviation.*
From Table 1, the proposed LeNFEM approach outperformed the baseline approaches. Using the bag of words’ polarities only four features were identified; negative, positive, neutral or a missing value. It is also worth noting that of the four classifiers used, support vector machine classifier produced the highest F-measure score of 88.64%.

5.2 | Experiment results II: Using TF-IDF vector

The experiment was done using the normal Bag of Words (BoW), lexicon-based bag of words’ polarities, normal 3 N-Grams and the proposed (LeNFEM) approach. Using the proposed approach, MRMR algorithm sorts the features in order of importance. Figure 7 shows how the performance varies as the number of selected features increased using the proposed approach. This comparison was used to identify the number of features that produced the highest classification prediction performance.

From Figure 7, it is clear that as the number of features selected increased, the classification performance increases to a point where it stabilizes. The highest performance for Decision Tree was achieved with 30 features, K – NN (K = 5) with 80 features, Naïve Bayes with 105 features and for Support vector machine was 95 features. Details of the performance results for each approach and machine classifier used were as presented in Table 2.

From Table 2, the proposed LeNFEM approach outperformed the baseline approaches considered. It is also worth noting that of the four classifiers used, support vector machine classifier produced the highest F-measure score of 87.45%.

We further used two tailed Wilcoxon Sign-Rank test at a significance level of 0.05 to ascertain whether the LeNFEM approach performed better than the baseline approaches. We paired all the F-measure results from the classifiers for the
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**FIGURE 7** F-Measure performance vs number of features using TF-IDF vector

**TABLE 2** F-Measure results using TF-IDF vector

<table>
<thead>
<tr>
<th>Feature extraction approach</th>
<th>Machine learning classifier</th>
<th>F-measure performance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Naïve Bayes</td>
<td>K – NN</td>
</tr>
<tr>
<td></td>
<td>n</td>
<td>F (%)</td>
</tr>
<tr>
<td>Bag of words</td>
<td>1783</td>
<td>65.64 +/- 0.532</td>
</tr>
<tr>
<td>3N-gram</td>
<td>8626</td>
<td>67.25 +/- 0.645</td>
</tr>
<tr>
<td>Bag of words’ polarities</td>
<td>4</td>
<td>78.56 +/- 0.632</td>
</tr>
<tr>
<td>LeNFEM</td>
<td>105</td>
<td>81.75 +/- 0.358</td>
</tr>
</tbody>
</table>

*Note: n is the number of features used, F (%) is the F-measure +/- the standard deviation.*
approaches. We first compared the F-measure results of LeNFEM with the Bag of Words approach which gave $W$: 0, Mean Difference: $-19.15$, Sum of positive ranks: 0, Sum of negative ranks: 36, Z-value: $-2.5205$, and Sample Size (N): 8. Therefore, since the value of $W$ is 0 which is less than the critical value for $W_{\text{critical}}$ at $N = 8$ ($p < 0.05$) which is 3, the proposed approach performed better than the Bag of Words approach. After comparing the F measure of the proposed LeNFEM approach with 3N-gram, the Wilcoxon Sign Rank test gave; $W$: 0, Mean Difference: $-20.38$, Sum of positive ranks: 0, Sum of negative ranks: 36, Z-value: $-2.5205$, Sample Size (N): 8. Therefore, we use $W$ value since the sample of the results was less than ten ($N = 8$) and because the value of $W$ is 0 which is less than the critical value for $W_{\text{critical}}$ at $N = 8$ ($p < 0.05$) which is 3, the proposed approach produced better performance than the 3N-gram approach. Similarly, the F measure performance of the proposed LeNFEM approach and the bag of words’ polarities approach were compared, the Wilcoxon Sign Rank test gave; $W$: 0, Mean Difference: $-18.58$, Sum of positive ranks: 0, Sum of negative ranks: 36, Z-value: $-2.5205$, Sample Size (N): 8. Therefore, we use $W$ value since the sample of the results was less than ten ($N = 8$) and because the value of $W$ is 0 which is less than the critical value for $W_{\text{critical}}$ at $N = 8$ ($p < 0.05$) which is 3, the proposed approach produced better performance than the bag of words’ polarities approach.

### 5.3 Experiment results III: Comparison of binary occurrence and TF-IDF vectorization

From Section 5.2, it was evident that the proposed approach performed better than the baseline approaches considered. We then sought to investigate the performance of the binary occurrence and TF-IDF vectorization algorithms. This was done by comparing their performance in the four machine learning classifiers using the proposed approach. The results were as shown in Table 3.

When comparing the performance of the two vectorization algorithms, the binary occurrences algorithm was found to be superior to the TF-IDF algorithm, as it is evident in Table 3, with the highest F-Measure (88.64%) using the support vector machine classifier. It is also worth noting that even though the TF-IDF algorithm presented lower performance results than that of binary occurrences algorithm, it also showed promising results of greater than 80%.

### 5.4 Experiment results IV: Performance analysis of feature selection in the proposed approach

The performance of the MRMR feature selection algorithm in the proposed approach was investigated in this experiment. Since it was evident that binary occurrences algorithm performed better than TF-IDF algorithm, the performance of the feature selection algorithm was evaluated by comparing the F-measure performance of the four machine learning classifiers using the proposed approach with feature selection and without feature selection. The results obtained were as shown in Table 4.

<table>
<thead>
<tr>
<th>Text vectorization algorithm</th>
<th>Machine learning classifier</th>
<th>Naïve Bayes</th>
<th>K - NN</th>
<th>Decision tree</th>
<th>Support vector machines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary occurrences</td>
<td></td>
<td>84.68+/− 0.671</td>
<td>87.43+/− 0.539</td>
<td>86.91+/− 0.331</td>
<td>88.64+/− 0.362</td>
</tr>
<tr>
<td>TF-IDF</td>
<td></td>
<td>81.75+/− 0.358</td>
<td>84.71+/− 0.350</td>
<td>86.71+/− 0.356</td>
<td>87.45+/− 0.330</td>
</tr>
</tbody>
</table>

**Table 3** Comparison of F-measure for the text vectorization algorithms using the proposed approach

<table>
<thead>
<tr>
<th>Machine learning classifier F-measure performance (%)</th>
<th>Proposed LeNFEM (with MRMR feature selection)</th>
<th>LeNFEM (without MRMR feature selection)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>84.68+/− 0.671</td>
<td>82.52+/− 0.364</td>
</tr>
<tr>
<td>K – NN</td>
<td>87.43+/− 0.539</td>
<td>82.65+/− 0.336</td>
</tr>
<tr>
<td>Decision tree</td>
<td>86.91+/− 0.331</td>
<td>81.11+/− 0.525</td>
</tr>
<tr>
<td>Support vector machines</td>
<td><strong>88.64+/− 0.362</strong></td>
<td>82.76+/− 0.351</td>
</tr>
</tbody>
</table>

**Table 4** F-Measure performance analysis of feature selection
In Table 4, a comparative analysis is made for feature selection performance in terms of F-measure. The LeNFEM approach achieves F-measure of 88.64% with feature selection process. On the other hand, LeNFEM approach without feature selection achieved only 82.76%. From the results, LeNFEM with feature selection achieved better performance.

### 5.5 Experiment results V: Performance analysis of the proposed approach with other datasets

In this experiment, the performance of the proposed LeNFEM (with MRMR feature selection) approach and using the binary occurrences algorithm was investigated with the products and movies datasets. The performance was evaluated by comparing the F-measure performance of the four machine learning classifiers using the proposed approach and the three datasets. The results are shown in Table 5.

In Table 5, a comparative analysis is presented for the F-measure performance of the machine learning classifiers using the proposed approach with various datasets. The LeNFEM approach achieves F-measure of 88.64% with Yelp Restaurant Dataset, 90.15% with Amazon’s Products Dataset and 89.01% with Imdb’s Movies Dataset. From the results, the proposed approach very good performance with all the datasets used with Amazon’s Products dataset having the highest F-measure (90.15%) for the support Vector Machine classifier.

### 6 CONCLUSION AND FUTURE WORK

This paper proposed an approach based on static hybrid N-gram model and minimum redundancy maximum relevance feature selection algorithm (LeNFEM). The aim of the approach is to improve feature extraction and selection in Sentence level Sentiment Analysis. LeNFEM is based on N-gram model where a lexicon is used to identify from a sentence a three-word N-gram containing a sentiment term. The N-gram is expanded to form sentence features using the words, POS tags of the words and sentiment orientation of the words in the N-gram. A text vectorization algorithm is then used to convert the features to numerical values that can be used as input to a machine learning classifier.

The paper has presented illustrations and operation algorithms of the approach in short sentences sentiment analysis. Further, three possible scenarios regarding the identification of the N-grams were discussed. The approach makes it possible to identify a specific part of a subjective sentence that contains sentiment information. Semantic and contextual information of words from that part are utilized in sentiment analysis of the sentence. Experiments carried out to evaluate the feasibility of the approach were described and the results obtained presented. F-measure performance metric from supervised machine learning classifiers; Naïve Bayes, K-Nearest Neighbor, Decision Tree, and Support Vector Machines was used as an evaluation metric. The results obtained attested the viability of the approach compared to the baseline approaches chosen. Further Wilcoxon test carried out proved superiority of the approach. The comparative experiments done on public datasets (Yelp, Amazons and Imdb reviews datasets) showed that the proposed approach provided a high F-measure of 90.15%. Therefore, the approach can be used to accurately classify social media texts into negative or positive opinion.

The binary occurrence vectorization algorithm produced the best results compared to the TF-IDF algorithm. It is therefore recommended that the binary occurrence algorithm used as the vectorization algorithm in the proposed approach due to its demonstration of high metric results in the experiments. TF-IDF can also be used with the approach as an alternative algorithm since it provided better results when used with the proposed approach than with the baselines used.
Potential future works include: (a) evaluating the performance of the proposed approach with other classifiers such as deep learning algorithms or testing the approach using other datasets such as Facebook text data; (b) applying the approach in sentences containing two or more opinions in different parts of the same sentence; (c) investigating the application of the proposed approach in other challenging text classification problems like misinformation and truth classification of posts rather than the subjectivity; and (d) developing a framework that utilizes the proposed approach in real life architecture and deploys it in social media hosts like Facebook, Twitter and Instagram for automated real time text classification decisions like flagging or blocking certain posts.
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