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**Abstract**

Socially-inspired robotics involves drawing on the observation and study of human social interactions in order to apply them to the design of sociable robots. As there is increasing expectation that robots may participate in social care and provide some relief for the increasing shortage of human care workers, social interaction with robots becomes of increasing importance. This paper demonstrates the potential of socially-inspired robotics through the exploration of a case study of the interaction of a partially-sighted social worker with a support worker. This is framed within the Capability Approach in which the interaction of a human and a sociable robot is understood as resulting in a collaborative capability which is grounded the relationship between the human and the robot rather than the autonomous capabilities of the robot. The implications of applying the case study as an analogy for human-robot interaction are expressed through a discussion of capabilities and social practice and policy. The study is attenuated by a discussion of the technical limits of robots and the extensive complexity of the social context in which it is envisaged sociable robots may be employed.
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1. **Introduction**

In the last decade, technical development in humanoid robots have triggered immense research on the use of robots in society: in social situations where there is both emotional and physical interactions with humans in complex and dynamic social environments. Robots are likely to be employed in social care (Houses of Parliament, 2018). Robots may interact with humans in business services situations, such as university reception (Nisimura et al, 2002) and in shopping centres (Chen et al, 2017).

The UK government envisions the development of health care robots which will contribute to the grand challenge of an aging population and the goal of giving people five years of longer healthier life (UK Government, 2019). Using care robots “*could help provide the UK’s dedicated adult social care sector with more assistance for those who need it most*.” The government aim to “*develop robots to one day fulfil tasks such as helping an elderly person up after a fall and raising the alarm, delivering food to an older person at mealtimes, and even ensuring they take crucial medication at the correct time.*” These robots will have “*a clear set of rules in order for them make effective decisions*” and “*demonstrate principles like respect, fairness and equality enabling them to eventually be used in environments like care homes and hospitals*.” They will “*work in tandem with professionals to assist and complement their work, and help relieve pressures*.”

Such visions of the role of robots in society pitches the robotics away from excavating on Mars, packing boxes of sweets or painting Airbus A350s into the care home and the hospital, lifting the elderly out of bed and changing nappies (Hall, 2019). This functional shift will require that robots interact socially on a daily basis, even if their basic domestic tasks are primarily repetitive and physical. This expanding expectation of social interaction and connection with robots creates two problems. Firstly, there is the problem of gaining a social understanding of the gap between human socialisation and the limited rules-based or pattern-based approaches which AI offers. Secondly there is the problem of how reasonable design of social scripts for robots can be achieved. We need to avoid the “cargo cult science” that Collins attributes to sociable machines such as Cog and Kismet (Collins, p138n).

In engaging robots in society in a less constrained and hence more social and uncertain way, we must tackle the disjuncture between human expectations and the capabilities of technological artefacts such as sociable robots (Suchman, 2007). This problem takes on a greater importance because the social shift of robots outside of the constraints of manufacturing and into the public sphere of social care. The prioritising human interactions represent a shift from a product-based functioning to a service-based functioning. In a service-based activity, quality is represented by the gap between expectation of a service and perception of that service, neither of which are solely objective evaluations. Rather than just managing the quality of the production process, we must now manage the expectations and perceptions of the user who exercises the service in partnership with the producers. Thus the focus of social interaction becomes relational.

This means that we cannot solely design the actions of the robot, but we must design the social interaction of the robot with the user. This involves understanding and scripting both user and robot activities and the relationship between them. Thus understanding and managing the role of robots within society takes on a social context which was not of so great significance in manufacturing roles or guiding robots on Mars. Our study and design of interaction of robots in everyday society and life must go beyond planning motions and tasks and goal achievement to understanding the complex personal and social interactions between robots and individuals within a complex social context.

This paper establishes the concept of socially-inspired robotics in which experience and understanding of human social interaction is used as analogies for designing and constraining human-robot social interaction. Socially-inspired robotics involves drawing on examples of human social interaction as a basis for anticipating and planning social interaction between humans and robots.

Social interaction with robots involves the compensating for degraded human capability and the development of new capabilities. The capabilities thus developed are joint capabilities between the robot and the human. In understanding the role of socially-inspired robotics I suggest that Sen’s capability approach (Alkire, 2005) provides a useful tool for developing socially-inspired robotics.

I will firstly define the idea of socially-inspired robotics and illustrate its relation to biologically-inspired robotics. This raises concerns about the feasibility of such an approach and its limitations which I will discuss. I will illustrate the approach by drawing on a narrative from the experienced interaction between a social worker and her support worker. Through this narrative example, a wide range of artefacts as an outcome of a design process can be envisaged which include policies, service-level agreements and manufacturer’s instructions as well as socially-inspired algorithms. These can be understood both in the individual robot supported capabilities and in the wider social context.

1. **Socially Inspired Robotics**

The future potential for robots to work with humans in social situations in the field depends partly on advances in robot engineering. Robots can reflect human emotion (Fellous, 20043), and detect and respond to emotional signs (for example, the EmpathyBot; Dexter, 2019). They may interact in a domestic situation, by for example, taking foods to the owner (New Atlas 2019). Robot human interactions are envisaged in medical situations where the robot may be required to physically intervene (McMullan, 2016) or support the patient by administering medication (Anderson and Anderson, 2010). These socially interactive robots can be distinguished from robots used in teleoperation such as the mars rover (Vertesi, 2012). They use a range of social cues such as gaze and gesture; they establish social relationships and respond to a wide range of human social behaviour (Fong et al, 2003). The development of sociable robots focuses on peer-to-peer human-robot interaction. This involves programming emotions, dialogue, natural embodied cues, personality and character. Algorithms must model, predict and drive social interaction between the robot and the human.

How we design robot human partnerships will influence social culture change and social policy concerning the use of robots in general society. Given the importance of human interaction in social robotics, the issue of how much control and computation should be allocated to the robot is of key importance. Shared autonomy is important in any human – human relationship and should be considered as key to effective robot human relationships. Everyday robots, in close contact with people will have to work with sensitivity not just to the social context, but also to the division of tasks, differences in skills and understanding, perception concerning the state of the human robot partnership and implementation of appropriate density of communication (McBride and Hoffman, 2016). The robot must perform socially. Behaviour and function must be customised to social and cultural context (Knight, 2014).

In order to develop the social role of robots it will be important to apply insights from human social relations and behaviour and develop socially-inspired robots in the same way as biology has been explored for biological metaphors which can be used in computing and the development of robotics. Biologically inspired robotics has affected the development of robots in significant ways. The morphology of robots has been inspired, for example, by ants (Garnier, 2011), snakes (Ye et al, 2003).and dragonflies (Grifantini, 2008) . Approaches to locomotion have been modelled on dogs (Kosaka, 2013), spiders (Pavic, 2010) and the upright gait of humans and primates (Byagowi and Kopacek, 2010).

In the same way that mechatronic strategies have been developed from biological models, the social programming of robots, and their preparation to coexist with humans in social situations must be informed by an understanding of social situations and turning to social examples as analogies from which to draw inspiration in the development of social algorithms for robots. Such analogies need to be drawn from a wide range of social situations where human individuals and groups interact. They must provide examples of the explicit and tacit interactions which lubricate human society. Many will concern individual interactions including cooperation to achieve tasks, supportive interaction in a social situation such as a hospital or a school and communication to establish relationships.

Socially inspired robotics involves drawing on behavioural patterns expressed in human interactions as a basis for designing robot behaviour. Both group and one-to-one individual behaviour can be analysed and used to develop algorithms which enable socially-appropriate robot behaviour. Socially inspired robotics will support the development of sociable robots which engage in social interactions, learn from their own experience and communicate both with other robots and with humans. Socially-inspired approaches have been used to develop path planning algorithms to help robots move through a crowd (Muller et al, 2008) and in developing strategies for robots to approach people (Ramirez et al. 2016). In the case of Chen et al’s Kejia shopping assistant (Chen et al, 2017), while to some extent socially-inspired, development concentrated on navigating through a large mapped environment, reaction to crowd situations, detecting humans and recognising commands, which is a long way from the social interaction imagined by Stahl et al (2014) for an empathic care robot.

Breazeal (2002, p27) drew inspiration from developmental psychology and explored early infant-caregiver interactions as a basis for developing Kismet, a social robot. Gleeson et al (2013) sought to understand gestures in human-human interaction in the context of simulated assembly tasks. Once identified and classified, such gestures could be developed for robots such that the interaction between humans could be used in human-robot interactions. However, such applications only touch on the conversation analysis and emotional understanding which may be expected from sociable robots, although conceptually and practically difficult to deliver.

This paper offers an illustration of how socially-inspired robotics may work. A real-life social relationship described. From this some social interaction principles and themes are developed. These may then be used as the basis for developing social algorithms and for judging the efficacy of robot behaviour in a social environment.

1. **Social Context of Socially-Inspired Robotics**

The shift from designing and implementing functions to designing social interactions, which the approach of socially-inspired robotics is directed at, requires a move away from structure and function,. Suchman et al (2002), in considering the importance of the prototype, recognise that the design and release of technology into society is an ongoing process. This process needs to address the practice of assembly, demonstration and performance. This, Suchman et al (2002) suggest, requires considering the social configuration of a technology across a diverse milieu of locations and situations.

However, the complexity of the human social environment compared with a physical environment, is such that that it may be beyond our engineering capabilities to match the variety of interactions within the social environment. The demands placed on a sociable robot in navigating a populated space, sensing and responding to non-verbal signals and engaging in verbal interaction are substantial. So any sociable robot must be constrained to a social environment in which the variety of social response the robot is capable of matches the variety of social interactions. One goal of socially inspired robotics would then be to find the boundary beyond which the social capabilities of the robot falls short of the social variety required.

The use of socially-inspired robots may help expose the difficulties and limitation of human-robot interaction. Attempts to apply biologically-inspired robotics in, for example, mimicking human walking reveal the complexities of getting a robot to even go up some stairs without falling over. There may be a significant gap between the expectation expressed, for example, in the UK Government’s press release and the actual social capabilities. There is uncertainty concerning capturing, identifying and interpreting emotional signals in computer systems (Landowska, 2019). Robots cannot achieve the social effect of a sympathetic touch simply by simulating the human touching action (Willemse et al, 2017). Face and speech recognition and sound location are fraught with difficulties, particularly in a noisy social environment (Deniz et al, 2007). Natural language generation is data-intensive and requires sufficient training data (Foster, 2019). These and other substantial limitations should be considered in a social context.

The difficulties in developing sociable robots are not only located internally but also externally in the complex social and economic environment which sociable robots would be expected to interact in. Robots require significant support in themselves. Robots in DARPA challenges are accompanied by teams of engineers ready to recover lost robots. The adequate use of sociable robots requires understanding on how to communicate with tem and get the best out of them. Suchman (2006), on visiting the MIT AI lab, found that Cog was not actively being worked on, as a consequence of which its software code was degrading due to lack of maintenance and upgrading. Also, it was difficult to elicit intelligible behaviour from Kismet due to a lack of training in the reading of Kismet’s action and how to respond (Suchman, 2006). My experience of a Pepper robot at a Eurostar station was that, despite reading the public interaction instructions, I could not elicit a response beyond its head moving to follow my movements.

The knowledge required by a sociable robot extends beyond practical knowledge concerning navigating physical barriers, but also social knowledge: abilities in listening, awareness, and social engagement that many humans struggle with. The problem is that any attempt to reduce these to rules, as a Asperger adult will know, is fraught with difficulties. The social interaction of passing someone on a sidewalk would require a large set of rules and a means of determining the context and coping with its changing (Collins, 2010, p130).

In social interactions, whether, for example teaching an autistic child or companionship for an elderly patient, the nature of the human / robot interaction fundamentally changes from one that concerns embodiment and collaboration to complete physical tasks to one that concerns social interaction and communication. This represents a shift from practical knowledge concerning physically mediated problem solving such as a robot hand solving Rubik’s cube to social and culture knowledge gained through socialisation within a practice. Robots may be able to handle the somatic tacit knowledge required to handle actions such as the twist and stretch action in bread making (Collins, 2010,p142) but social interaction requires a more sophisticated tacit knowledge, the collective tacit knowledge which drives social life (Collins,2010, p117). There is a significant difference between riding a bike to negotiating through city traffic which incorporates social context (Collins, 2010, p121).

Our social interaction also references embodiment. As such the physical embodiment of a sociable robot is an additional design issue (Deng et al, 2019). Anthropomorphism is positively correlated with perceived intelligence and the perception of autonomy (Barlas, 2019). Such perception of autonomous decision making on the part of the robot and perception of reduced agency on the part of the human can be manipulated through verbal description of the extent of robot autonomy. This raises ethical questions concerning the extent to which the designers of the robot are deceptive about the robot’s social potential, and the robot behaviour appearing to be more socially sensitive than it actually is (Danaher,2020). Robots can ‘push our Darwinian buttons’ tricking us into a fantasy of reciprocation (Turkle,2010).

Such issues concerning the computational capabilities of the robot, the complex social environment, whether work-based or domestic in which it will be required to act, and the network of industries and engineers required to support it should significantly dampen our expectations for sociable robots. However, if we constrain robots within limited social situations and consider the collaborative capability at the heart of the human robot relationship as the prime design issue, rather than the internal autonomy of the robot, it may be possible to develop socially-inspired robots which support human flourishing.

1. **Research Approach**

The approach I have taken to develop this work on socially-inspired robotics is inspired by Denzin’s approach to interpretive interactionism (Denzin, 2001). This approach recognises the importance of the experience of the researcher. In any research we bring our worldview and our personal and professional experience to bear. Our approach to and the outcomes we generate from our research are born out of who we are and how we live. My research process can be characterised in four steps: reflection, epiphany, ordering and transformation.

Reflection. The researcher is in a continuous process of reflection, operating consciously and sub-consciously. I have worked on robot ethics, and had reflected on the ethical gap between AI and humans. Attempts to represent ethics as rules encoded in algorithms in the robot may not result in an ‘ethical robot’. As suggested in BBC Science Focus Magazine (Science Focus 2020) robots won’t think like us. In enabling the robot to operate ethically we have to constrain the environment so that there are few ethical options. The focus must be on the human – robot interaction, and on the exchange of information, not on a set of limited ethical rules encoded into the robot. My reflections extended to considering sociable robots and the expectation of social interaction with a robot. Additionally, I was drawn to the possibility of applying the capability approach, which I had used in development studies, to my understanding of sociable robots.

Epiphany. Such reflection never ceases and continues through initial work, drafts, revisions, and responses to referees and will no doubt continue. But at some point there is a realisation of a way forward which determines the direction of the work. This is the epiphany or awakening. This draws on our lived experience. It occurred to me that the relationship between a partially sighted social work and a close relative had parallels with the relationship between a human and a care robot. Not that I considered the relative could be replaced by a robot, but rather that considering the relationship might provide direction on how to develop a more sociable robot, and how to sensitise robot engineers and the public to the possibilities and the limitations of robot-human interaction. Furthermore, I had done some study on biologically-inspired computing, a field which has developed through areas such as genetic algorithms and neural computing, to the physical mimicking of the animal world in robots and wondered if a similar approach could be used for sociable robotics.

Ordering. I had observed and discussed my relative’s work and the progression of the relationship over a period of two years. My ordering of this experience required the development of a succinct narrative which identified key events and changes in the relationship between the partially sighted worker and the support worker. The narrative had to be structured and succinct. Through the work of ordering I developed an analysis of the key aspects of that relationship and its progression (See Table 1).

Transformation. While there was no temporal boundary between ordering and transformation, my focus moved from describing the situation of the support worker to applying it as an analogy to sociable robot. The transformation involves a move from study and description of the human interaction to the locating of that interaction between human and robot. It became clear that there is a lot of responsibility remaining on the human side of the human-robot relationship, that trust is easily lost, that roles and tasks must be clearly defined, and that the relationship is dynamic and changing and can easily degrade as too much is expected of the robot. For the purpose of this paper I concentrated on a capability approach to sociable robot collaboration with humans and the development of social policy. I note that such transformation could go further, for example, into the development of human–robot interaction scripts.

1. **Social Capabilities**

In exploring socially inspired robotics we cannot rely on material equivalents but must look for social equivalents. Our focus moves from physical capabilities such as walking and lifting to social capabilities such as proximity management and intervention. Social capabilities will build on physical capabilities. Contributing to a social group requires sight, hearing and mobility on which is built the social capability. The capability approach provides a way to evaluate an example of social behaviour in order to identify the capability which can be attributed to the robot and the capability required in relation to the robot. The role of a sociable robot may be to amplify an existing human capability or compensate for an absent or compromised human capability. This will require human-robot cooperation such that the robot is cognisant of the limits of the human and neither encroaches on the human by over-involvement nor fails to support the human by too little intervention.

The capability approach revolves around what people can actually do. Their freedom is located in their capabilities. Being capable of something leads to a functioning in which the capability is applied to achieve a goal and hence improve the quality of life. A classic illustration of the capability approach involves considering the riding of a bicycle. A woman rides a bicycle to town in order to sell her cassava. She is capable of riding a bicycle because she has a bicycle, which requires the funds to buy it and maintain it. She has the skill of riding it. There is sufficient road between the village and town to ride the bicycle. She is protected from attacks on the way. Her husband doesn’t stop her from riding into town. Having a bicycle is not enough. The capability is complex and socially located. The woman’s capability of riding a bicycle to town enables a functioning– the selling of the cassavas at a profit without a middle man taking the profit. This gives her the capability to send her son to school because she can afford the fees. However, the paying of the fees requires an additional capability to transfer the money to the school via a mobile payment app.

Whereas the bicycle is a passive object in terms of the development of the capability, a robot is active and has capabilities of its own. Consider a blind person, moving in a crowded room during a party accompanied by a robot that can see, identify people, walk to the right guest and introduce the guest to the blind person. The robot has capabilities independent of the human. But these capabilities, combined with those of the human, .produce a collaborative social capability which enables the human to function in a social situation. While in this example, the robot contributes physical capabilities to enable the social capability, in another situation, a robot interpreting faces could provide emotional information to an autistic person in a social situation. The pairing of the human and the robot capabilities fits the human for a role in society which is viable and acceptable. For example, the pairing of a robot and an elderly patient may result in the capability of social affiliation (Coeckelbergh, 2008).

The expression of a collaborative capability requires substantial communication between the robot and the human. This is illustrated in the case study. The human (represented by the social worker) must acknowledge both the capability of the robot (represented by the support worker) and the limitations of her own capabilities. Consequently she neither attempts actions for which the robot is programmed to compensate for her suboptimal capability, nor assumes that the robot has her own capabilities, which would set an unsustainable expectation of the robot. Similarly the robot should be programmed only with the capabilities which compensate for the human’s inadequacy. The robot will also require information about the human’s capabilities in order to avoid inappropriate intervention which might disempower the human.

Emergent capabilities require socially-inspired design which is cognisant of both the robot functional requirements and the human activity. This involves an aligning or matching of the two to achieve the desired end. It is necessary to understand how the human and the robot activity act together to achieve human flourishing in a social context. Developing the emergent capability also requires the design of social communication. It is the communication between the robot and the human which will enable the generation of the capability.

In the next section I present the story of Mary and the social worker. As you read, reflect on what collaborative capabilities are developed as a result of the interaction. How do the capabilities relate to the functioning of the social worker? What is the role of trust? How does that trust break down and what are the consequence of that breakdown? How is trust restored? One result of study of the social interaction presented here is that socially-inspired design issues can be identified. Furthermore, necessary social policy for the development and deployment of sociable robots can be suggested based on the analogy of Mary and the social worker.

1. **The Human Support Worker as an analogy for the human robot relationship**

Mary was a support worker for a partially sighted social worker. She sat next to the social worker and took notes for her, found phone numbers, and completed case notes. Mary helped the social worker in meetings with clients. She drove the social worker to the meetings. When walking to a meeting, she walked next to the social worker, intervening if there was a major obstacle, otherwise walking shoulder to shoulder, so that the social worker could get guidance in a discrete manner. In meetings with clients, Mary helped by making sure records that have to be signed are accessible, indicating where there are obstacles and, where appropriate, communicating to the client.

For Mary, the nature of the role was established at the job interview. The job advertisement suggested what skills were required, and through the interview a judgement was made of that Mary had the skills, and just as importantly, that Mary would fit into the culture of the social work team. Mary was introduced to the social worker, and they settled down to work. In a probationary period, the social worker could further observe how Mary worked and whether the relationship would work in the long term.

Mary needed to empathise so that she knew when help was needed and when it wasn’t. She depended on cues from the social worker in order to carry out her support job. She needed to practice patience and develop understanding. Equally the social worker could not complete some tasks without Mary’s help and struggled with visits if Mary was not next to her. Hence the relationship was one of interdependence which required mutual understanding of each other’s abilities and limitations. It required joint understanding of the goals and tasks and willingness to receive advice and change actions and behaviour.

The social worker may have wished Mary to work faster, but acted patiently, aware that Mary was still learning about the administrative systems. Mary respected the social worker’s way of working, her use of English, her habits and did not attempt to intervene. As Mary learnt about the job, she became more competent. And as the social worker’s confidence in Mary grew, so her expectations of Mary grew.

While Mary’s boss was ultimately responsible for all tasks and outcomes, Mary had her own responsibilities, including being on time, accuracy in filling out case notes and care in protecting the privacy of clients. If Mary started telling the social worker what decisions she should make or criticised a care plan for a service user, this would be stepping outside her role and crossing the boundary. Equally, if the social worker expected Mary to start advising her and to make decisions about service users she would not be respecting Mary’s role, its limitation and boundary. The goal of the relationship would then be compromised; the task might not be completed.

At some point trust broke down. The social worker became impatient with Mary. The social worker’s perception was that Mary wasn’t finding details fast enough; she was making too many mistakes on the administrative computer system; she was not listening to what the social worker was saying. And Mary felt the social worker was not making any allowances for the limitations Mary had. Neither did the social worker understand the difficulties Mary had with the computer system because, being partially sighted, the social worker had never used the system. The social worker’s impatience and Mary’s anxiety grew. In this breakdown of trust, the social worker kept trying to check what Mary had done when Mary was quite competent; she reprimanded Mary for not remembering a detail which it was not her responsibility to remember, or for not doing something she actually had done. Minor errors by Mary became a source of irritation instead of being tolerated. Expectations needed to be renegotiated. The social worker needed to recognise the extent of Mary’s capabilities and responsibility.

Such loss of trust created uncertainty about Mary’s role, increased the number of errors and slowed the completion of tasks down. The restoration of trust in the relationship required both a renewal and revision of knowledge about the relationship, the task and the boundaries, and the exercise of the virtues of honesty and patience. As the social worker made a conscious decision to be more patient and to accept certain mistakes, the relationship was restored. Mary’s anxiety decreased and her confidence grew.

Mary accompanied the social worker on many visits. Sometimes, when walking she had to take control, grabbing the social worker’s arm to stop her walking into a lamppost, or stopping her walking into traffic. In these cases communication was increased and Mary explained what had happened.

Table 1 identifies specific issues for the social worker and the support worker.

|  |  |
| --- | --- |
| PARTIALLY SIGHTED WORKER | SUPPORT WORKER |
| Proximity | Positioning relative to partially sighted worker. Sitting next to the worker, discrete intervention. |
| Varying means of interaction. Talk, discrete contact.  | Varied range of tasks. Note taking, finding information, typing in information, walking, driving. |
| Awareness of standard codes and policies | Awareness of standards and policies.Data protection policy awarenessTechnical terms, languages and systems. |
| Understanding of goal and purpose. | Understanding of goal and purpose. |
| Agreed role of support worker  | Role, tasks, capabilities defined. Probationary period to adjust human behaviour to get the right fit. |
| Transparency understanding of limitations | Respecting social worker’s way of working.Creating predictability – through codes, boundaries, task definition etc. |
| Tacit and explicit knowledge. | Requires ongoing dynamic knowledge of what each partner is doing.Understanding tacit expressions of wishes. |
| Attenuation of behaviour: Partially sighted worker adjusts expectations and behaviour to the capabilities of the support worker.  | Support worker judges when to intervene. But follows instructions of boss carefully. Letting alone as important as intervening.  |
| Understanding and declaring assumptions.Assumptions about what the support worker’s role is and where the boundaries are must be surfaced and declared. | Limited responsibility of within the context of the relationship with the human worker, the confines of the social environment, and the rules, codes, norms within which one is working. Not assuming knowledge of social worker’s intentions. |
| Cognitive and knowledge-based trust | Breakdown of trust … due to loss of understanding of partners, wrong expectations, lack of knowledge about tasks and limitations. Trust comes from transparency and knowledge and lead to consent to involving the support worker in the task. Expectation and perception in task. Observation reinforces trust. |
| Negotiation of tasks, boundaries, rules. prior to engagement or employment in the task. Seeking to define match and negotiate first. | Physical, role and capability boundaries defined and adhered to. |
| Context and relationship definition.  | Support worker relationship set within a system involving social networks, supervisors, managers, clients. Support worker gains understanding of the social system. |
| Role drift, stepping over the line. Change in expectations. For example, partially-sighted starts to rely and expect too much from support worker  | Role drift results in relational capability loss since support worker cannot fulfil expectations. Responsibilities and boundaries must be reaffirmed.  |
| Loss of trust resulting in to anxiety, disruption of tasks, rejection of robot’s role, failure to achieve task, increased errors and faults, ethical damage etc.  | Support worker anxiety due to being unable to do the job when the role drifts. Nature of this trust, what happens when it breaks down. Requirement of transparency for trust. Evidence-based trust. |
| Importance of communication and detecting cues, exchanges. | Watchfulness, presence, awareness.Instability and uncertainty leads to increased communication, reduction in autonomy, reining in of tasks. |

Table 1 Analysis

**7. Discussion**

**7.1 Narrative as a basis for socially inspired robotics**

The narrative of Mary and the social worker provides an example of a scenario that can be employed in socially inspired robotics. Observing the social interaction, and particularly the communication within a working relationship can provide the basis for identifying capabilities and functionings required for a sociable robot to interact within society. I will briefly explore this in two dimensions. Firstly the characteristics of the relationship and the capabilities and communication required for successful execution of interactions between humans and sociable robots and secondly the societal prerequisites for successful deployment of sociable robots in a complex and uncertain environment.

**7.2Capabilities and functionings**

Mary brings a physical capability to the relationship with the social worker. By bringing the physical capability of sight to the relationship, additional collaborative capabilities are enabled such as the ability to find phone numbers and to read and write case notes. But Mary’s capabilities do not enable functioning to be achieved without their joining with the capabilities of the social worker, who has distinct capabilities in the practice of social work, understanding the law, and communicating with clients, for example. It is the joining together of their capabilities in collaborative capabilities that results in the functionings of social work.

We can transfer these ideas to the scenario of a sociable robot collaborating with a human in a social situation. The robot will have some capabilities which the human does not have, for example the ability to identify and classify faces and emotions or the ability to navigate physically through a social gathering. Equally, the human will have capabilities which the robot does not have which may include knowledge, social presence and authority. The collaborative capabilities enable functioning in social situations.

How could the robot/human collaboration work? We can draw inspiration from reflecting on the relationship between Mary and the social worker. Firstly, there are distinct roles and boundaries. While Mary finds phone numbers and fills in case notes, it is the social worker who knows whose numbers are needed and what should be written in the case notes. There was a distinct definition and awareness of roles and responsibilities which was informed by an awareness of each other’s capabilities. The understanding of capabilities was established from prior knowledge and daily communication.

Secondly there are prerequisite physical capabilities which underpin social capabilities. The physical capability which Mary provides includes sight and driving ability. These enable collaborative capabilities in social work practice. Similarly a physical capability of a socially-inspired robot design would be a necessary pre-requisite for socially appropriate behaviour. Physical capabilities may include not only high definition vision, but facial recognition and mood interpretation. Furthermore a network of receptors would be required by the robot to enable awareness of positioning, a reasonable capability of movement, but particularly movement relative to the other. It is Mary’s physical capabilities which underpin the social capabilities which are necessary for the functioning the social worker wished to achieve. Socially-inspired robotics will draw on an understanding of the relative physical capabilities of the human and robot and how they contribute to social functioning.

The physical positioning of Mary in relation to the social worker was important. Equally positioning the sociable robot relative to the human is important. Here a certain subtlety is required – social intervention must be appropriate and discreet. The physical capability of bodily movement and awareness supports a social embodiment in which the robot determines its social positioning depending on the social expectation of the human.

Thirdly a communication capability is involved. There must be a capability of both the human and the robot to send and receive messages and correctly interpret them. The collaboration of Mary and the social worker to create the social work capability is driven by a continuous flow of communication, both verbal and non-verbal. It is not only a matter of instructions concerning whose phone number to find, but also social signals, of anxiety, impatience, discretion, concern and so on. Additionally the communication capabilities of both verbal and through the interpretation of body position and, critically, touch, constitute the point where failure occurs: “at some point trust broke down.” The breakdown was a breakdown in communication, creating a feedback loop of increasing anxiety on the part of both Mary and the social worker.

Communication breakdown between the human and the robot may equally destroy trust and increase anxiety. In the case of Mary and the social worker, the breakdown was both catalysed by and amplified by the changing expectations of the social worker. In the socially-inspired design of robots, care must be taken to understand and explain the limits of the robots capability and to be open to changing expectations which will have to be managed. The social workers expectations of Mary grew as the worker increased her reliance on Mary. She expected too much and then when that wasn’t delivered, expected too little, and hence she started to check Mary’s work and undermine her capabilities. Similarly in the case of sociable robots, as familiarity is gained, expectations increase and limitations are forgotten. This may put the robot in an untenable position where it is trying to deliver the impossible which is beyond its capabilities. At this point of failure, safety may be compromised and accidents happen. For example, robots in the world’s first robot hotel did not have sufficicnt capabilities to act as sociable robots (Economist, 2019). Establishing appropriate social expectation, and maintaining them through communication is a key design issue (Breazeal,2002, p231).

So our study of the case study of Mary and the social worker inspires algorithmic requirements for the sociable robot. The narrative suggests a range of social capabilities be considered, including the interpretation of facial signals and other cues and the capability of social anticipation. In developing a sociable robot, socially inspired robotics would involve studying a range of human social interactions to derive robot equivalents.

**7.4 Social Practice and Policy**

While the capability approach can tend to focus on individual capabilities such as I have identified are required for Mary and the social worker and hence for the human and the sociable robot interaction by analogy, capabilities may be considered at the broader policy and social level. Technologies become entangled in society such that laws, regulations, culture and ritual are influenced by them and influence them.

The breakdown and restoration of the relationship between the social worker and Mary provides an interesting basis for socially inspired robotics. It suggests that the success of sociable robot in society will depend on phenomena and actions at a societal level, as much as individual responses to robots. The social worker becomes anxious about her job and her diminishing sight. She compensates psychologically by requiring more of Mary. Mary has a steep learning curve to understand the process and language of social work and the computer systems underpinning the processes. The social worker loses sight of the limitations of Mary’s skills and forgets the complexity of the tasks Mary is undertaking: indeed does not understand the difficulties with the computer system because she has never used it. As the social worker’s anxiety increased, she failed to discriminate between her own capabilities and those of Mary. This is of course common in human relationships: if I can do something, it’s easy, why can’t you? The boundary between me and you has faded. The only way forward is through communication, honest discussion of what the limitations are and a restoration of roles and boundaries. It also requires recognition of responsibilities on the part of the social worker.

The story of the relationship between social worker and Mary acts as analogy in socially inspired robotics at the level of social design issues. For collaboration there must be sufficient sharing knowledge. This requires communication of information about the sociable robot. Such knowledge would need to be absorbed by the human interacting with the robot. This will require training education and transparency. The audience for the sociable robot must be identified and recruited into the education process. This will require user manuals and, I would suggest, expected educational standards for those interacting with the robot. There will need to be agreed definition of the parameters and boundaries of the social environment and agreed understanding of the purpose and tasks in which the sociable robot is engaged. Mary and the social worker operated in a confined and defined environment. A limited office space, a set of expected interactions, expected responses to requests, well delineated role for social worker and support worker. Such well-defined constraints and boundaries were essential for the expression of the collaborative capabilities and the achievement of functionalities. These interactions will be under pinned by law, regulations and codes.

The role of Mary was defined in a job specification, assessed at interview and monitored during a probationary period. Tasks and roles are defined which must align with Mary’s capabilities. The role is very specific, the tasks constrained. The same should apply to a sociable robot. There should be proper specification of roles, tasks and interaction with humans. Not only should there be proper specification of roles, but tests of those roles and approval before the robot enters the field. Mary provided a CV which defined her experience and skills and which could be tested. The probationary period enabled the evaluation of how Mary fitted in with the social worker, her tasks and the social and cultural environment.

A robot CV will be a substantial document which is inspected by regulators for its match to the requirements of a particular social role. The robot CV must not only define the physical characteristic of the robot which would include layout of actuators and sensors, but also the behavioural characteristics. The social interactions it is capable of – i.e. its social capabilities should be defined with evidence of tests passed. The robots social competency should then be formally examined.

The robot CV should be matched by a job specification. The specification will define expected social roles, the nature of the resulting collaborative capabilities and the functionings supported by robot interaction. The job specification will also need to define boundaries – where the robot can physically move, what the constraints are. The evidence provide by both the robot CV and the job specification is the underpinned by a job contract which explains why the robot matches requirements and what the justification is for deploying the robot in a particular situation. It will also define regulatory expectations, in the same way as Mary was subject to data protection legislation and child protection legislation. The sociable robot then enters a probationary period, in which suitability in the field is judged as the capabilities are exercised. This would require formal feedback from the humans with which the robot interacts and the analysis of camera, sensor and actuator data returned from the robot. Through the feedback of sensor data, the robot remains connected with the manufacturer and the manufacturer retains responsibility in the same way as an aircraft engine manufacturer retains connection and responsibility for the engine in service.

The evaluation of the robot CV and probationary period must be carried out in the context of industrial and regulatory standards. A wide range of ethical standards exist which may be taken into account (Winfield, 2019). But underlying these must be declared values which relate the role of the robot to human values, particularly human well-being. Do we value the robot as a replacement for human and an economic instrument for saving money and removing jobs? Is the robot an excuse for avoiding the time consuming interaction which people need? Or is the motivation for robot deployment human flourishing and the compensation or extension of human social capabilities which will lead to functionings which enable human flourishing? Some standards already exist. For example, the BS8611 ethical standards chart possible ethical risks for robots including, for example, the risk of loss of trust (BSI, 2016). The focus of BS8611 is on ethical harm (Stahl, 2018). It includes issues of loss of trust, dehumanisation and self-learning systems exceeding their limit.

Loss of trust and inappropriate trust are opposite ends of a spectrum. At one end, the reliance on the robot is such that it is left to its own devices and no monitoring is undertaken. At the other end of the spectrum, there is no trust in the robot technology and the robot is rendered useless and cannot apply its capabilities to support collaborative capabilities and hence achieve functionings, because, like Mary, every action is checked and the suspicion is that everything is being done wrong.

What is required is moderated trust based both on knowledge of how the sociable robot is operating and what the expectations of the humans interacting with the robot are. The support worker analogy illustrates the critical requirement for trust and what happens when it breaks down. This breakdown was driven by changes in the expectation of the social worker accompanied by her increasing general anxiety. As the social worker grew comfortable with Mary, she expected more. These expectations became unreasonable and the resulting impatience raised anxiety levels in the relationship. Such a rise in anxiety could be envisaged in human interaction with a robot. An ethical recognition of the importance of trust needs to be underpinned by practical social frameworks. Besides ethical standards, there is a need for standards of social interaction. These standards should define expected processes and outcomes which address environment, culture and personality. Social policy and legislation should provide for penalties for manufacturers who build robots which do not meet the standards. However, social policy must work at different hierarchical levels. At international and national levels, legislation and regulation is required which defined responsibilities in the design and deployment of sociable robots. But it is not national regulations or social work law which affect the loss of trust in Mary. Rather it is the local expectation within the local practice.

At the local level, the expectations of the social worker might have been moderated is a service level agreement had been defined. A service level agreement (SLA) defines exactly what service can be expected by the customer (Overby et al, 2017). It will define expected service levels, how these will be measured and duties and responsibilities of provider and customer. In Mary’s case it could have been used to define the activities Mary undertakes, and the activities and responsibilities of the social worker. An SLA recognises that the delivery of a service places responsibilities on both the customer and the provider. Unless the customer acts in a responsible way, the provider cannot deliver the service. As such the SLA would set expectations for both Mary and the social worker. Hence when expectations drift, a discussion about and reference to the SLA would restore the equilibrium.

An SLA for a sociable robot could be viewed within the capabilities approach. Its purpose is to define the functionings supported by the robot. The SLA for a sociable robot would not only have to defined the expected capabilities of both the robot and the interacting humans, but also the emerging collaborative capabilities and the resulting functionings. Metrics would need to address the functionings which result from the exercising of the collaborative capabilities. The SLA becomes a dynamic reference document which is the basis for trust. The SLA is a transparent document which is understandable and communicated with all stakeholders who have an interest in the sociable robot.

The social worker narrative suggests a number of issues which need tacking in the deployment of sociable robot in a society, in particular it raise questions concerning how trust can be established and maintained.

1. **Conclusions**

If robots are to contribute to human flourishing and well-being, they must offer capabilities which connect with human capabilities and enable humans to make free choices about what they do in order to flourish. This flourishing must be set in a social context and involve social interaction because human flourishing requires social connection and communication.

Thus it is not enough to design and deploy robots in society which offer physical capabilities to compensate for human frailty. They must also express social capabilities. Understanding and identifying necessary social capabilities will require that design knowledge is draw from the study of human social interaction. Robot behaviour and social algorithms can then be designed based on this knowledge. I refer to this as socially inspired robotics as a parallel to biologically inspired robotics.

By exploring examples of social behaviour we can suggest requirements for sociable robots. It may be more important that robots behave and interact using human social patterns than that they appear human in their morphology and physical characteristics.

Socially-inspired robots will give rise to a wide variety of artefacts which may lead to social change, to the recognition of needs for policy, for regulation and standards, to transparent communication between users and robots providers and the definition of the service that the robot is providing. Socially-inspired robots steps well beyond any design of social algorithms and concentrates on the context and locating of the robot in the individual, community and societal life.
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