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Abstract—This paper studies the challenging operational optimization problem of a distillation unit under varying feedstock properties (e.g., density and carbon content). This problem, in which changes in the feedstock properties are incorporated, aims to quickly obtain the operating variables that control the operating condition of the distillation unit. To solve this problem, we first model this operational optimization problem considering the ever-changing feedstock properties and practical technological constraints. Then, we propose an efficient soft-sensing strategy to efficiently measure the feedstock properties. Finally, motivated by the challenges caused by the varying feedstock properties, product yield and tray temperature constraints, we propose an optimization algorithm with global search and self-repair capabilities to optimize the operating variables of the distillation unit. The proposed algorithm integrates the optimization time and survival information of each individual into the proposed mutation strategy to improve its global search capability in the irregular feasible region of the operating variables. Based on the ranking and survival information of each individual, the adaptive strategies of the mutation factor and crossover probability are designed to balance the exploration and exploitation capabilities of the optimization algorithm. Subsequently, we propose an effective correction strategy to correct the infeasible operating variables and improve the optimization efficiency of the algorithm. Computational experiments on practical production data show the accuracy of the soft-sensing model and the superiority of the optimization algorithm for operational optimization of the distillation unit.
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I. INTRODUCTION

Operation optimization problems in industrial production have become increasingly important in the face of increasing global competition and environmental requirements, and they aim to determine the best values of the variables (e.g., temperature and material flow rate) that control the operating condition of real plant equipments based on production constraints [1]. Distillation unit (DU), a common separating unit used in refineries [2], separates feedstock into a series of intermediate products (hereafter called “products”). In the DU, the feedstock properties and the setting values of the operating variables (e.g., steam flow) control the tray temperatures that influence distillate yields and profitability of oil refineries. Optimizing the DU operating variables with consideration of the feedstock properties and production constraints is thus a challenging research problem of considerable importance for decreasing the production costs and improving the production benefit. However, influenced by pipeline transportation, feedstock mixing, and stratification phenomena, the feedstock properties vary greatly and irregularly. The operating variables must be determined quickly (Note: within two minutes) once feedstock properties are detected to change. A feedstock consists of thousands of hydrocarbons, each with
Fig. 1. Schematic diagram of the feasible range of two operating variables. A, B, C, and D denote different optimal values of operating variables under different feedstock properties.

its own boiling point. Therefore, rapidly measuring the feedstock properties is difficult work. For the DU, the changing feedstock properties cause the optimal operating variables to vary irregularly, as shown in Fig. 1. Hence, designing promising optimization strategies to locate the best solution quickly is a considerable challenge. Additionally, the nonlinear relationships between the constraints (i.e., product yield and tray temperature constraints) and the DU operating variables make it impossible to determine the feasible regions. Thereafter, correcting the infeasible solutions is difficult.

Over the years, different approaches have been used to solve the operational optimization problem of DU. Liu et al. [4] adopted the optimization toolbox provided by MATLAB to optimize the DU operating variables. Ochoa-Estopoer et al. [5], [6] employed simulated annealing to solve the operational optimization problem of DU. However, using the simulated annealing method requires more time to achieve convergence. Mahalec et al. [8] and Fu et al. [9] adopted the generalized gradient method to search for the best operating variables. Osuolale et al. [7], Li et al. [10], and Raghunathan et al. [11] used sequential quadratic programming (SQP) to optimize the operating variables. Lopez et al. [12] adopted the CONOPT solver to obtain the best operating variables. Both SQP and CONOPT are too time consuming for the DU operation problem discussed in this paper. Additionally, feedstock properties are not considered in [4]-[12]. In fact, the feedstock properties usually change after half an hour or more, resulting in changes in the optimal operating variables.

The feedstock properties are characterized by their true boiling point (TBP, the percentage of weight of the distillate that is obtained from the feedstock at different temperatures) property [3], [8], and we propose a soft-sensing strategy to obtain this property quickly. Optimizing the DU operating variables with consideration of the feedstock properties needs to calculate the tray temperatures according to the operating variables. The rigorous models between the operating variables and the tray temperatures involve some coefficients (i.e., coefficients in heat of vaporization calculation) that vary irregularly with feedstock properties. Re-determining these coefficients spends much time (more than an hour) once the feedstock properties change. However, the operating variables must be determined quickly (note: less than two minutes) once feedstock properties change. So it is unrealistic to establish the rigorous model of operational optimization problem when the varying feedstock properties are considered. Using the artificial neural network (ANN) proposed in [13] to establish the model between the operating variables and the tray temperatures does not involve the coefficients related to the feedstock properties, and this model can be updated in a short time (note: less than 30 seconds). Therefore, this paper models the operational optimization problem based on the ANN. Evolutionary algorithms have been successfully applied to solve many optimization problems [14]-[22], and the differential evolution (DE) algorithm proposed by Price et al. [16] has shown its simplicity and robustness in solving uncertain problems [17] and constrained problems [18]. A good review can be found in [22]. Motivated by the challenges arising in the DU operation problem, we propose an operational optimization algorithm (OOA) to quickly locate the best operating variables that control the operation of the DU. The contributions of this paper are as follows:

1) This paper uses the ANN to establish a relationship between the operating variables and the tray temperatures. Based on this, we model the operational optimization problem with consideration of the tray temperature, device production capability, and product demand constraints.

2) We design a soft-sensing strategy to measure the feedstock TBP property. The designed soft-sensing strategy can obtain the feedstock TBP quickly (less than 30 seconds).

3) We propose a mutation strategy with consideration of the survival status of an individual and the consumed CPU time of the optimization process. The proposed mutation strategy can adaptively adjust the information proportion among current the individual, the random individual, and the best individual in the mutant individuals of each generation.

4) To track the position of the optimal solution when it moves irregularly with the feedstock properties, this paper proposes a parameter adaptation scheme based on the individual survival status and ranking information of each individual. The proposed strategy can adjust the mutation factor and the crossover probability adaptively, balancing exploitation and exploration capabilities of the algorithm.

5) To remove the infeasible operating variables, we propose an effective correction strategy based on the tray temperature, product demand, and device production capability constraints. The proposed correction strategy can repair the infeasible operating variables quickly and improve the optimization efficiency.

The rest of this paper is organized as follows. Section II presents the operational optimization problem of the DU. Section III discusses the details of the OOA. Section IV reports the experimental results with analysis, and Section VI gives concluding remarks.

II. PROBLEM FORMULATION

As shown in Fig. 2, a DU usually consists of a distillation column (DC), a condenser, a heating furnace, a residual oil...
outlet (BO), a bottom steam inlet (BS), pump-arounds (PA1, PA2, and PA3), and side-stripper columns (SC1, SC2 and SC3), which is similar to that used in [4]–[9]. Note that Greek notation (i.e., \( \alpha, \beta, \gamma, \delta, \epsilon, \phi, \gamma, \eta, \phi, \lambda, \mu, \beta, \) and \( \tau \)), as shown in Fig. 2, denotes the indices of key tray labels, and that there are \( d \) trays in the DC. In this section, the distillation process is described first, followed by its operational optimization problem and model.

A. Distillation Process

After being heated to a certain temperature (i.e., \( TF \)) in a furnace, the feedstock becomes a vapor-liquid mixture that consists of hydrocarbons with different boiling points. Then, the mixture vaporizes after entering the DC. Simultaneously, superheated bottom steam (SSd) is added to the DU at the BS and goes upstream, merging with the mixture to enhance its separation and prevent excessive thermal cracking of the feedstock. Unvaporized residual oil falls to the bottom of the DC and is drawn out of the DC through the BO. Light hydrocarbons from the feedstock move up the column. Because the tray temperatures in the DC form a low-to-high temperature distribution from top-to-bottom (the temperature of the first tray is the lowest, and the bottom tray is the highest), hydrocarbons are liquefied into distillate on the trays in the DC. In this section, the distillation process needs to be described first, followed by its operational optimization problem and model.

B. Operational Optimization Problem and Model of DU

In the DU, the income is from products, residual oil, and the heat recovery from pump-arounds. The production cost includes the energy cost of heating the feedstock, feedstock cost, steam cost, and subsequent processing cost of products. The profitability equals sale minus production cost, which can be formulated as Equation (1):

\[
\max f(\mathbf{X}) = \sum_{i=1}^{n} (Y_i \times FF \times Pr_t + (1 - \sum_{j=2}^{n} Y_j) \times FF \times Pr_{res} + \sum_{l=1}^{4} (PQ_l \times \rho \times EP) - SS \times CSS - CTF \times FF \times (TF - TF_0) - FF \times CFF - CS)
\]

where \( Y = [PQ_1, PQ_2, PQ_3, PL_1, PL_2, PL_3, TF, SS] \), and \( y \times FF \times Pr_t \) is the income of product \( l \).

\[
\sum_{i=1}^{n} (Y_i \times FF) \times Pr_t \text{ total income of all products.}
\]

\[
(1 - \sum_{i=1}^{n} Y_i) \times FF \text{ flowrate of residual oil.}
\]

\[
(1 - \sum_{i=1}^{n} Y_i) \times FF \times Pr_{res} \text{ income of residual oil.}
\]

\[
PQ_l \times \rho \text{ heat recovery from the } l \text{th pump-around.}
\]

\[
PQ_w \times \rho \times EP \text{ economic value of the heat recovery from the } w \text{th pump-around.}
\]

\[
\sum_{l=1}^{4} (PQ_w \times \rho \times EP) \text{ total economic value of the heat recovery steam cost.}
\]

\[
CTF \times FF \times (TF - TF_0) \text{ energy cost of heating the feedstock.}
\]

Increasing \( PQ_1, PQ_2 \), or \( PQ_3 \) will decrease the corresponding tray temperatures and thus the operating costs.

Superfluous heat energy will exit the DC with the increment of \( PL_1, PL_2 \), and \( PL_3 \) thus decreasing tray temperatures. Increasing CSS increases the heat energy in the DC, elevating the tray temperatures. Increasing feedstock temperature increases the heat energy in the DC and tray temperatures. The nonlinear relationship between the operating variables and the \( s \)th tray temperature is provided in Equation (2).

\[
TT_s = g_s(x_1,...,x_s,...,x_w)
\]

where \( g_s(\cdot) \) is the ANN model that denotes the relationship between the \( s \)th tray temperature and the operating variables.

The operational optimization problem of the DU needs to satisfy the following constraints:

**Device production capability constraints:** Each operating variable is constrained by lower and upper bounds.

\[
Ix_j \leq x_j \leq ux_j
\]

**Key Tray Temperature Constraints:** Key tray temperature must remain within specific ranges to ensure product quality.

\[
LT_s \leq TT_s \leq UT_s \text{ where } s = d_1, d_3, d_2, \text{ and } d_3
\]

To determine the economic profit of the DU, the product yields must be determined according to the feedstock TBP property. The feedstock TBP property is usually expressed as a third-order polynomial, as shown in Equation (5) [3].

\[
yp_f = Y(T) = c_0(t)+c_1(t)T+c_2(t)T^2+c_3(t)T^3
\]

The feedstock TBP property curve is shown in Fig. 3. Each product has two important temperatures: the initial cut temperature (ICT, i.e., the temperature at which a specific product starts to boil) and the final cut temperature (FCT, i.e., the temperature at which a specific product has boiled completely). Generally, the ICT and FCT of a product equal the temperature of its corresponding key tray, respectively.

For ICTs, \( IT_1 = TT_0, IT_2 = TT_{da}, IT_3 = TT_{da}, IT_4 = TT_{da} \).

For FCTs, \( FT_1 = TT_{da}, FT_2 = TT_{da}, FT_3 = TT_{da}, FT_4 = TT_{da} \).

The yield of a product is equal to the distillate yield from the feedstock at its FCT minus that of the feedstock at its ICT. For example, the yield of light diesel (i.e., \( P_2 \)) is thus equal to \( Y_{PPT_{da}} - Y_{PPT_{TT_0}} \).

**Label Constraints between Key Trays and Products:** Each product drawn out of the DC through a side stream corresponds to a key tray. The relationships between the labels of key trays and products are as follows:

\[
x = \begin{cases} 
\frac{d_1}{d_1}, & \text{if } l = 1 \\
\frac{d_1}{d_3}, & \text{if } l = 2 \\
\frac{d_1}{d_2}, & \text{if } l = 3 \\
\frac{d_1}{d_3}, & \text{if } l = 4
\end{cases}
\]

**Constraints of the Cut Temperatures of Products:** The ICT of the \( q \)th product is equal to the FCT of the \( (l-1) \)th product.

\[
\begin{align*}
IT_1 &= TT_0 \\
IT_q &= FT_{l-1}, & l = 2, 3, 4
\end{align*}
\]

**Relationships between the Cut Temperatures of Products and Key Tray Temperatures:** The FCT of a product is equal to its...
corresponding key tray temperature shown in Equation (6).

\[
FT_i = IT_i
\]

**Product Yield Constraints:** The flowrate of each product must be within the feasible range of fossil fuel demands.

\[
LF_i \leq FF \times y_i \leq UF_i
\]

\[
y_i = yp_{FT_i} - y_{p_{IT_i}}, \quad i = 1, 2, 3, 4
\]

\[
yp_{FT_i} = Y(FT_i) = c_0(t) + c_1(t)IT_i + c_2(t)(FT_i)^2 + c_3(t)(FT_i)^3
\]

\[
yp_{IT_i} = Y(IT_i) = c_0(t) + c_1(t)IT_i + c_2(t)(IT_i)^2 + c_3(t)(IT_i)^3
\]

### III. OPERATIONAL OPTIMIZATION STRATEGY OF THE DU WITH CONSIDERATION OF FEEDSTOCK TBP PROPERTY

To locate the best operating variables of the DU when the feedstock properties change, we propose an operational optimization strategy combined with the feedstock TBP property, which is shown in Fig. 4. This paper uses nuclear magnetic resonance spectrum data (hereafter called "1HNMR") of the feedstock to obtain feedstock properties.

In the proposed strategy, we first establish the models (i.e., \(yp_{ST_1(b=1,2,...,7)} = \Omega_{ST_1(b=1,2,...,7)}(Z)\), where \(Z\) denotes an array of 700-dimensional 1HNMR data) that use 1HNMR to determine the distillate yields of the feedstock at several specific temperatures (hereafter called “distillate yield model”) according to the updated data (i.e., 1HNMR and the distillate yield data of the feedstock at different temperatures). Note that the distillate yield model and the database used to establish this model are updated daily. Subsequently, these models are sent to the on-line soft-sensing strategy of the feedstock TBP property. When the testing condition of the feedstock TBP property is met, a sample of feedstock is fed into the nuclear magnetic resonance machine to yield the 1HNMR spectrum of the feedstock (i.e., \(Z\)). Afterwards, \(yp_{ST_1} \ldots yp_{ST_6} \ldots yp_{ST_7}\) are determined according to \(yp_{ST_1(b=1,2,...,7)} = \Omega_{ST_1(b=1,2,...,7)}(Z)\). Let \(T\) be equal to \(ST_1, \ldots, ST_6, \ldots, ST_7\) and \(yp\) equal to \(yp_{ST_1} \ldots yp_{ST_6} \ldots yp_{ST_7}\), respectively. They are inputted into the TBP model (i.e., Equation (5)) to fit \(c_0(t), c_1(t), c_2(t),\) and \(c_3(t)\).

Finally, the OOA is executed to optimize the operating variables once a change in the feedstock is detected. In the optimization algorithm, an optimized solution (hereafter called trial vector \(u\)) is generated, and it is sent into the ANN model of tray temperature (i.e., Equation (2)) to obtain key tray temperatures. Simultaneously, the ICT and FCT values of each product are calculated according to tray temperatures (i.e., Equations (7) and (8)). The product yields are then obtained using Equations (10), (11), and (12); subsequently, they are input into the objective function (i.e., Equation (1)) to calculate the profit of \(u\) (i.e., \(f(u)\)). After this process, the population is updated. The optimization of the operating variables will not stop until a termination condition is met.

#### A. Soft-sensing Strategy of the Feedstock TBP Property

The proposed soft-sensing strategy mainly includes two models: the distillate yield model and feedstock TBP property model (i.e., \(yp=\hat{Y}(T)\)). For the distillate yield model, to use the 1HNMR spectrum to measure the feedstock yields at different temperatures, the 1HNMR spectrum is first pretreated for the purpose of modeling analyses, where the pretreatment techniques include phase adjustment, Fourier transformation etc. The pretreated 1HNMR spectrum is usually composed of high-dimensional data, which causes a high computational complexity and a reduction in modeling efficiency and accuracy. Therefore, a dimensional reduction technique is necessary to reduce its dimensionality. Note that the dimensional reduction technique used in this paper is the principal component analysis provided in the MATLAB. In this paper, we use the least square support vector machine provided in the MATLAB to build the distillate yield model. Finally, \(c_0(t), c_1(t), c_2(t),\) and \(c_3(t)\) in \(yp=\hat{Y}(T)\) are obtained by fitting the distillate yields from the feedstock at different temperatures using the least squares method.

#### B. Optimization Algorithm of the Operating Variables

The OOA starts with \(n\) different individuals (called target vectors) and follows similar procedures (mutation (e.g. Equation (13)), crossover (e.g. Equation (14)), and selection (e.g. Equation (15)) shown in the DE algorithm [16].

\[
V_{p+1} = X_{p+1} + F \cdot (X_{p+1} - X_p)
\]

(13)
where \( r_1, r_2, \) and \( r_3 \) are different integers randomly chosen from the range \([1, n]\), \( V^e_i \) denotes the \( i \)th mutant vector of the population at generation \( g \), \( F \) is a scaling factor, and \( X^e_i \) is the \((r_1)\)th target vector in the population at generation \( g \).

\[
u^e_{i,j} = \begin{cases} v^e_{i,j}, & \text{if } \text{rand}(0,1) \leq CR_i, \text{or } j = \text{rand} \\ x^e_{i,j}, & \text{otherwise} \end{cases} \quad (14)
\]

where \( CR_i \) is the crossover probability of the \( i \)th target vector, \( v^e_{i,j} \) and \( u^e_{i,j} \) are the \( j \)th operating variable in the \( i \)th mutant vector \( V^e_i \) and trial vector \( u^e_i \) at generation \( g \), respectively, and \( \text{rand} \) is a random integer selected from \([1, n]\).

\[
X^{e+1}_i = \begin{cases} u^e_i, & \text{if } f(u^e_i) \geq f(X^e_i) \\ X^e_i, & \text{otherwise} \end{cases} \quad (15)
\]

Where \( f(X^e_i) \) and \( f(u^e_i) \) are respectively the objective values of \( X^e_i \) and \( u^e_i \). Regarding the operational optimization problem of the DU, the value of the energy recovery usually occurs at a million-fold level, causing a large feasible region of the operating variables. Therefore, the designed algorithm should have a strong exploration capability to fully exploit this large feasible region. With respect to the subspace around the best individual, a small improvement in the operating variables can improve the profitability of the DU [7]. Thus, the designed algorithm should be able to exploit this subspace of the best solution. Additionally, the running status of the DU affects the economic benefits of downstream units. Adjusting the operating variables in an untimely manner may endanger the production safety of the refinery. Hence, the optimization efficiency must be considered. Motivated by the above discussion, we designed an OOA algorithm with a warm-starting strategy, adaptive mutation and crossover strategies, and an effective correction strategy to locate the best operating variables of the DU when the feedstock properties change.

1) **Initialization Strategy**

The change in the feedstock properties affects the product yields, which may make some solutions infeasible (i.e., violate product yield constraints described in Equation (9)). Additionally, some previous feasible solutions may perform well. Therefore, this paper re-evaluates solutions obtained from the previous feedstock properties, and all feasible solutions are reserved. Infeasible solutions are replaced by the ones that are regenerated by Equation (16).

\[
x_j = l_{x_j} + \text{rand}(0,1) \cdot (u_{x_j} - l_{x_j}) \quad (16)
\]

2) **Mutation Strategy**

Studies have verified that mutant vectors generated by randomly chosen target vectors are conducive to improving the exploration capability of the DE algorithm [16]. This paper introduces the DE/rand/1 (i.e., Equation (13)) into the mutation strategy based on its strong exploration capability and simplicity. DE/pbest/1 (i.e., Equation (17)) has been proven to have good exploration and exploitation capabilities, and it is introduced into the mutation strategy.

\[
V^{e+1}_i = X^e_i + F \cdot (X^e_{\text{pbest}} - X^e_i) + F \cdot (X^e_{i} - X^e_{\text{g}}) \quad (17)
\]

where \( X^e_{\text{pbest}} \) is randomly selected as one of the top \( 100p\% \) vectors in the current population.

In the later stage of optimization, the target vectors usually concentrate on a small search region. To improve the optimization efficiency, we propose that the neighborhood around the best target vector should be exploited in the later stage of evolution. Therefore, we introduce DE/best/1 (i.e., Equation (18)) as the operator of the mutation strategy due to its simplicity.

\[
V^{e+1}_i = X^e_{\text{best}} + F \cdot (X^e_{i} - X^e_{\text{best}}) \quad (18)
\]

where \( X^e_{\text{best}} \) is the best target vectors at generation \( g \).

To balance the search capabilities of three mutation operators, we designed the following mutation strategy.

\[
V^{e+1}_i = a \cdot X^e_i + F_i \cdot (X^e_{\text{best}} - X^e_i) + F_i \cdot (X^e_{i} - X^e_{\text{g}}) + (1-a-b) \cdot (X^e_{i} - X^e_{\text{g}}) \quad (19)
\]

where \( a, b \) and \( c \) are different integers randomly chosen at generation \( g \). As \( a, b \) and \( c \) are two different parameters. Note that \((1-a-c)X^e_i(1-b-c)X^e_{\text{best}}(1-c-c)X^e_{\text{g}}\) can be revised as \((1-a-c)X^e_i+bX^e_{\text{best}}+cX^e_{\text{g}}\) as \( a, b \), and \( c \) are random.

The parameters \( a \) and \( b \) are important because they control the exploitation and exploration capabilities of the algorithm. We propose that the values of \( a \) and \( b \) are determined according to the survival state of each individual and the CPU time consumed for the optimization algorithm. Aging mechanism (i.e., Equation (20)) has been used in optimization algorithms to characterize the survival states of individuals [33], and we introduce this mechanism to obtain parameters \( a \) and \( b \).

\[
\text{age}_i = \begin{cases} \text{age}_i + 1, & \text{if } f(X^e_i) \geq f(u^e_i) \\ 0, & \text{otherwise} \end{cases} \quad (20)
\]

where \( \text{age}_i \) denotes the age of the \( i \)th target vector.

In the optimization process, an individual with a high age has a poor performance. At this point, parameter \( a \) should have a small value so that the mutation vector contains more information about random target vectors. Conversely, this parameter must be increased when a target vector is updated because it may find a good search direction. This paper proposes that \( a \) is updated as Equation (21).

\[
a = \max(0.8 \cdot (1 - \frac{\text{age}_i}{10}), 0.2) \quad (21)
\]

The consumed CPU time is considered in designing \( b \) to ensure that the OOA can explore more feasible region (i.e., has a small value) in the early stage of optimization and can converge in the later stage of evolution (i.e., has a large value). Under this condition, we propose to use the Equation (22) to update parameter \( b \).

\[
b = 0.8 \cdot (1 - a) \cdot \frac{1}{\text{TL}} \quad (22)
\]

where \( \text{TL} \) denotes the stopping time of an algorithm in a run.

3) **Parameter Adaptation Strategy**

To improve the global search capability of the algorithm, we propose that \( F_i \) and \( CR_i \) are updated in each generation according to the survival state and ranking of each individual. For the top \( n/2 \) target vectors, considering that they may carry good search information, we propose that \( F_i \) must be relatively small to exploit the neighborhood around them. For a target vector with a poor ranking, it has a poor performance because it has survived many generations. The probability that a target vector is a near-optimal solution decreases with its age and ranking. Thus, \( F_i \) should be increased to enlarge its search region. However, too large \( F_i \) may lead to feasible target vectors moving into the infeasible region. According to the discussion above, the updating method of \( F_i \) is shown in Equation (23).

\[
F_i = \begin{cases} \min(0.7 + \text{age}_i / 30, 0.9), & \text{if } \text{rank}_i < n/2 \\ \min(0.7 + \text{age}_i / 10 \cdot \text{rank}_i / n, 1), & \text{otherwise} \end{cases} \quad (23)
\]

where \( \text{rank}_i \) is the ranking of the \( i \)th target vector.
A small crossover probability value will cause the trial vector to excessively contain information about the ith target vector. Conversely, a large value will cause the transfer of more information about a mutant vector to the corresponding trial vector. When an individual is updated and has a good ranking, especially in the later stage of evolution, this individual may search for a promising feasible region. A small crossover probability value is thus essential to ensure that more information about the current target vector is included in its trial vector. With the increase in the age and ranking of a target vector, the crossover probability value should also be increased to ensure the trial vector contains more information from the mutant vector. Based on our preliminary experiments, the crossover probability is updated as Equation (24).

\[ CR_i = \min(0.8 + \text{age}_i / 10 \times \text{rank}_i, n, 1) \]  

(24)

4) Correction Strategy

The feasible ranges of the operating variables are determined by bound constraints, the key tray temperature, and product demand constraints. In this paper, we propose an effective correction strategy in which the infeasible operating variables that violate the bound constraints are first modified, followed by the infeasible solutions that violate the key tray temperature and product demand constraints.

The best value may be in its upper bound direction when an infeasible variable is above the upper bound (i.e., \(v_{uxj}\)). The adjustment strategy should search for its best value within \([v_{lxj}, v_{uxj}]\). To maintain the population diversity, we propose the following correction strategy (i.e., Equation (25)) for infeasible operating variables that are above the corresponding upper bounds:

\[ v_{ij} = \begin{cases} 
    [v_{lxj} + \text{rand}(0,1) \times (v_{uxj} - v_{lxj})], & \text{if } v_{ij} > v_{lxj}, \text{ and } v_{lxj} < v_{ij} < v_{uxj} \\
    [v_{lxj} - \text{rand}(0,1) \times (v_{uxj} - v_{lxj})], & \text{if } v_{ij} > v_{uxj}, \text{ and } v_{lxj} < v_{ij} \leq v_{uxj} 
\end{cases} \]  

(25)

Similarly, we propose the correction strategy shown in Equation (26) to repair the infeasible operating variables that are below the corresponding lower bounds:

\[ v_{ij} = \begin{cases} 
    [v_{uxj} - \text{rand}(0,1) \times (v_{uxj} - v_{lxj})], & \text{if } v_{ij} < v_{uxj}, \text{ and } v_{uxj} < v_{ij} < v_{lxj} \\
    [v_{uxj} + \text{rand}(0,1) \times (v_{uxj} - v_{lxj})], & \text{if } v_{ij} < v_{lxj}, \text{ and } v_{lxj} < v_{ij} \leq v_{uxj} 
\end{cases} \]  

(26)

Different key tray temperature constraints and product demands cause the discontinuity of the feasible region. Additionally, the breadth of the feasible space and the rapidity of the feedstock flow rate pose challenges for rapid convergence and the diversity of solutions. Therefore, the correction strategy should have low computational complexity, and the repaired operating variables should have more randomness. In this paper, the operating variables will be regenerated by Equations (14) and (19) if they violate only the key tray temperature and product demand constraints.

In summary, the pseudo-code of the proposed OOA for the DU is provided in Algorithm 1. Note that \(k\) is a logical variable in this pseudocode.

IV. EXPERIMENTAL STUDY

In this section, we first provide the results obtained by the soft-sensing strategy of the feedstock TBP property, and then provide the results obtained by the OOA. Note that we use the crude DU depicted in Fig. 1 as a special example to examine the effectiveness of the proposed algorithm. In this unit, \(d_{i,j} = 1, d_{i,j} = 4, d_{j} = 13, d_{i,j} = 16, d_{n} = 17, d_{i,j} = 20, d_{i,j} = 25, d_{i,j} = 28, d_{i,j} = 29, d_{j} = 32, d_{j} = 37, d_{n} = 40, \) and \(d_{n} = 45.\)

A. Experiments on Soft-sensing of the Crude TBP Property

Algorithm 1. The pseudo-code of the proposed OOA for the DU

1: generate \(n\) initial target vectors by the warm-starting strategy.
2: while termination criterion is not satisfied do
3: sort target vectors according to their objective values.
4: for \(i = 1:n\) do
5: let \(k = 0\)
6: while \(k = 0\) do
7: let \(p = \text{rand}(0,5)\), and select \(r1, r2,\) and \(r3\) \((r1 + 2r2 + 3r3)\) randomly.
8: calculate the parameter \(a\) and \(b\) using Equations (21) and (22), respectively.
9: calculate \(F_i\) and \(CR_i\) according to Equations (23) and (24), respectively.
10: generate a mutant vector using Equation (19).
11: for \(j = 1:n\) do
12: if \(v_{ij}\) is more than \(x_{ij}\), then
13: adopt Equation (25) to repair \(v_{ij}\)
14: else if \(v_{ij}\) is less than \(l_{ij}\), then
15: use Equation (26) to repair \(v_{ij}\)
16: end if
17: end for
18: generate a trial vector \((u_i)\) by Equation (14).
19: calculate the key tray temperatures using Equation (2).
20: calculate the product yields using Equations (6)-(12).
21: if the key tray temperatures do not satisfy their constraints or the product yields do not satisfy market demands then let \(k = 0\).
22: else \(k = 1\).
23: end if
24: end while
25: evaluate the objective value of \(u_i\)
26: if \(f(u_i) > f(X_i)\) then
27: \(X_i^{k+1} = u_i\) and \(age = 0\).
28: else
29: \(X_i^{k+1} = X_i^k\) and \(age = age + 1\).
30: end if
31: end for
32: end while

The accuracy of the yield of the soft-sensing model for measuring the corresponding distillate yields from the feedstock at different temperatures was first verified, followed by the accuracy verification of the least squares method for fitting the crude TBP. Generally, the feedstock temperature should not exceed 400°C because higher temperatures cause the feedstock to begin to crack, resulting in carbon deposits in the equipment and pipes. Thus, we choose 80°C, 120°C, 160°C, 240°C, 300°C, 350°C and 400°C as the seven tested temperatures.

A total of 479 groups of 1HNMR data with different crude properties and distillate yields from crude at the seven different temperatures were acquired from the refinery. Of these, 400 groups of data were used as training data and 79 groups as test data. Two crude samples were selected to examine the performance of the feedstock TBP fitting model.

The root mean square error (RMSE) between the actual and soft measurement values was used to evaluate the performance of the distillate yield model. The RMSE is calculated as follows:

\[ \text{RMSE} = \sqrt{\frac{\sum (\tilde{y}_{i} - y_{i})^2}{ny}} \]  

(27)

where \(\tilde{y}_{i}\) is the tested temperature index, \(y_{i}\) is the true value of distillate yield from crude at \(CT_o\), and \(ny\) is the number of the test samples.

For the 79 test samples, the RMSE results of distillate yields from crude at the seven different temperatures are provided in Table I. The fitting curves of the two crude TBP samples are shown in Fig. 5.

As seen in Table I, the RMSE of the distillate yield from the feedstock at each temperature is less than 0.1 (with 0.1
being the maximum error that is tolerable for this firm). The RMSE of the distillate yield from the feedstock is maximized when the feedstock temperature is 80°C. This is because some hydrocarbons evaporated at room temperature.

### B. Experiments in Optimizing Operating Variables

In this experiment, ten instances with different crude properties are selected to verify the effectiveness of the OOA. We used an elapsed CPU time limit of TL=80s as the termination criterion for each algorithm in each run because, in practice, the best operating variables must be determined in two minutes. Considering that coding environment takes an effect on the computational time of an algorithm, all optimization algorithms, including those implemented in solvers (e.g., KNITRO), were coded using VC++6.0, and the simulations were carried out on a Windows 7 operating system on a computer with 16 GB of memory and a 3.40 GHz Intel® Core™ i7-2600 CPU.

In the following sections, the objective value in Equation (1) is taken as the performance metric for each algorithm, and each algorithm is executed 30 times for each instance. The means and standard deviations (denoted as the Mean±Std) of the results obtained by each algorithm are summarized in each table, and t-tests were used to judge whether the differences in the results of the compared algorithms and the OOA are statistically significant. Note that the significance level is 5%, and the results obtained by the OOA are placed in the last column of each table. “Ins” denotes the instance number. For clarity, the results of the best algorithm are marked in **boldface.** In the proposed algorithm, the main parameter to be determined is the number (n) of target vectors. According to our preliminary experiments, the OOA obtains the best performance when n=60.

#### 1) Effectiveness Analysis of Different Strategies

To effectively analyze the designed mutation strategy, we consider three variants that differ from the OOA only in the mutation strategy: DE1 (i.e., the mutation strategy in [23] is used to replace that in the OOA), DE2 (i.e., the nearest operating variable to the infeasible one replaces the latter), DE3 (i.e., the correction strategy in [16] is used to replace that in the OOA), and DE5 (i.e., the correction strategy for the infeasible operating variables is removed).

The following four variants are used to analyze the effectiveness of the correction strategy: DEP (i.e., the correction strategy in [24] is employed to replace that in the OOA), DE4 (i.e., the nearest operating variable to the infeasible one replaces the latter), DE5 (i.e., the correction strategy for the infeasible operating variables is removed).

The comparison results of OOA and its variants on the ten instances are shown in Table II. As observed, the OOA statistically outperforms all variants on both the average results and standard deviations for the ten test problems. Therefore, the proposed strategies can contribute to the OOA performance and produce promising solutions.

#### 2) Comparison to State-of-the-Art Algorithms
To further validate the effectiveness of the OOA, we compare it with the following algorithms: JADE [27], TSDE [28], DEHL [29], and DEMS [30], NLP [31], and NLP with a warm-start strategy proposed in [32] (NLPS), whose parameters were set to the same values as stated in their original papers. Note that the NLP algorithm designed in [31] has been implemented in a NLP solver called KNITRO. The experimental results of algorithms and the statistical analysis results obtained by t-test are summarized in Table III. It is worth noting that the experimental results obtained by NLP and NLPS have no standard deviations and symbol “+” because they are deterministic algorithms.

From Table III, we can see that the proposed algorithm significantly outperforms JADE, TSDE, DEHL, DEMS, NLP, and NLPS on all instances. Here, an instance is selected from the 10 examples to study the convergence performance of the OOA. The obtained convergence curve on the first instance in Fig. 6 shows that JADE has converged when the optimization time is 20 seconds, which implies a poor performance. TSDE, DEHL, and DEMS have slow convergence speeds and a poor performance. Conversely, the OOA has favorable convergence characteristics.

### V. Conclusion

This work studied the operational optimization problem for the DU in combination with the feedstock TBP property. We proposed a soft-sensing strategy for obtaining the feedstock TBP property and an OOA to search for the best operating variables that control the operating status of the DU. The proposed soft-sensing strategy can obtain the feedstock TBP property quickly. In the OOA, we proposed a mutation strategy, a parameter adaptation generation scheme, and an effective correction strategy. We have examined the effectiveness of each strategy. The proposed algorithm can also be used to optimize the operational variables arising in other real-world systems (e.g., fluid catalytic cracking unit, hydrogenation cracking plant).

In the future, research will be conducted on the following aspects: 1) the dynamic process model of the DU will be considered based on the present research work; 2) a low dimensional model with combination of the varying feedstock properties will be established and a fast nonlinear programming will be designed to solve the DU operational optimization problem, and 3) the collaborative optimization problem among the DU, catalytic cracking unit and hydrocracking unit will be considered.
The symbol † in table indicates OOA performs statistically better than the compared algorithm.

<table>
<thead>
<tr>
<th>Ins</th>
<th>DE1</th>
<th>DE2</th>
<th>DE3</th>
<th>DE4</th>
<th>DE5</th>
<th>DE6</th>
<th>DE7</th>
<th>DE8</th>
<th>DE9</th>
<th>OOA</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>46190±48</td>
<td>46450±16</td>
<td>46608±13</td>
<td>46775±54</td>
<td>46273±44</td>
<td>4662±28</td>
<td>4670±13</td>
<td>4632±101</td>
<td>4335±191</td>
<td>4341±512</td>
</tr>
<tr>
<td>11</td>
<td>11071±11</td>
<td>11205±21</td>
<td>11366±48</td>
<td>11475±12</td>
<td>11055±12</td>
<td>1111±12</td>
<td>1108±12</td>
<td>1105±12</td>
<td>1107±12</td>
<td>1105±12</td>
</tr>
<tr>
<td>12</td>
<td>3952±18</td>
<td>3970±4</td>
<td>3924±14</td>
<td>3975±11</td>
<td>3907±5</td>
<td>3911±27</td>
<td>3905±3</td>
<td>3910±18</td>
<td>3915±17</td>
<td>3905±3</td>
</tr>
<tr>
<td>13</td>
<td>2832±14</td>
<td>2844±24</td>
<td>2843±24</td>
<td>2830±17</td>
<td>2850±15</td>
<td>2867±21</td>
<td>2851±14</td>
<td>2864±23</td>
<td>2874±23</td>
<td>2851±14</td>
</tr>
<tr>
<td>14</td>
<td>1832±11</td>
<td>1843±12</td>
<td>1843±12</td>
<td>1844±4</td>
<td>1843±4</td>
<td>1845±3</td>
<td>1845±3</td>
<td>1845±3</td>
<td>1845±3</td>
<td>1845±3</td>
</tr>
<tr>
<td>15</td>
<td>2735±17</td>
<td>2764±17</td>
<td>2760±27</td>
<td>2731±10</td>
<td>2763±20</td>
<td>2774±13</td>
<td>2767±14</td>
<td>2790±138</td>
<td>2104±17</td>
<td>2104±17</td>
</tr>
<tr>
<td>16</td>
<td>1174±17</td>
<td>1175±14</td>
<td>1176±14</td>
<td>1162±6</td>
<td>1178±9</td>
<td>1182±10</td>
<td>1182±10</td>
<td>1182±10</td>
<td>1182±10</td>
<td>1182±10</td>
</tr>
<tr>
<td>17</td>
<td>1018±10</td>
<td>1027±12</td>
<td>1027±12</td>
<td>1027±12</td>
<td>1027±12</td>
<td>1027±12</td>
<td>1027±12</td>
<td>1027±12</td>
<td>1027±12</td>
<td>1027±12</td>
</tr>
<tr>
<td>18</td>
<td>4686±19</td>
<td>4656±17</td>
<td>4696±25</td>
<td>4642±27</td>
<td>4690±16</td>
<td>4666±15</td>
<td>4666±15</td>
<td>4666±15</td>
<td>4666±15</td>
<td>4666±15</td>
</tr>
</tbody>
</table>

Fig. 6. Convergence curves of JADE, TSDE, DEHL, DEMS, and OOA for optimization time (seconds).