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Abstract

It is well known that maintaining a good balance between convergence and diversity is crucial to the performance of multiobjective optimization algorithms (MOEAs). However, the Pareto front (PF) of multiobjective optimization problems (MOPs) affects the performance of MOEAs, especially reference point-based ones. This paper proposes a reference-point-based adaptive method to study the PF of MOPs according to the candidate solutions of the population. In addition, the proportion and angle function presented selects elites during environmental selection. Compared with five state-of-the-art MOEAs, the proposed algorithm shows highly competitive effectiveness on MOPs with six complex characteristics.
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1. INTRODUCTION

Recently, multiobjective evolutionary algorithms (MOEAs), have been proposed to solve multiobjective optimization problems (MOPs) \cite{39}. Generally, MOPs, which involve more one conflicting objective to be optimized, can be formulated as follows:

\[
\min_{x \in D} F(x) = (f_1(x), f_2(x), \ldots, f_M(x))^T,
\]

where \( D \subseteq \mathbb{R}^n \) is the decision space; \( x = (x_1, x_2, \ldots, x_n) \in D \) is the decision variable; \( M \geq 2 \) is the number of the objectives, and \( F \) consists of \( M \) objectives. The rapid development of MOEAs directly reflects the need to handle MOPs in real-world scenarios, such as in optimizing visualization \cite{23,8,25}, traffic control \cite{55,51}, control system design \cite{51,19}, and industrial planning \cite{11,20,22,24}. MOEAs can find a set of
optimal solutions (rather than a single one) in an evolutionary manner and have performed excellently on various MOPs.

In the development of MOEAs, Pareto-based approaches, such as dominance relation and density estimation, are first used to optimize MOPs. Dominance relation selects a solution by the objectives’ values and provides selection pressure toward the Pareto front (PF). Density estimation is used to maintain diversity when some solutions are non-dominated according to the dominance relation. Deb et al. [34] proposed the non-dominated sorting generic algorithm II (NSGA-II) for conflicting problems. The NSGA-II has two main phases: first, a nondominated sorting approach is used to create Pareto rank; then a crowding distance is applied to implement density estimation. Zitzler et al. [16] modified the density estimation and presented an enhanced archive truncation method. However, it is a problem that Pareto dominance-based methods lead to the severe loss of selection pressure on the PF as the number of objectives increases. The primary reason behind the failure of Pareto-based MOEAs is the large increase of non-dominated solutions [53]. Another major reason is that the diversity of a population is hard to maintain with the limited population size in MOPs. Some studies have pointed out the drawback of Pareto-based algorithms [39] [7] [63]. To overcome the drawback of Pareto-dominance-based MOEAs, relaxed-dominance-based approaches have been proposed, such as epsilon dominance [45] [44], favor relation [52] [59], fuzzy Pareto dominance [33] [6], particle swarm [31] [26] [50], and SDE [47].

Indicator-based approaches adopt a performance indicator to optimize a desired ordering among the population set during the evolution. These approaches seem to be a direct way to solve MOPs. Among the current indicators available, the indicator-based EA (IBEA) [14] uses a single indicator to guide the search process. The hypervolume (HV) [13] is probably the most popular performance indicator in multiobjective search due to its potential to balance convergence and diversity. A number of well-established indicator-based MOEAs that employ the theoretical properties of HV are available, such as the S metric selection evolutionary algorithm (SMS-EMOA) [88] and multiobjective covariance matrix adaptation evolution strategy (MO-CMA-ES) [10]. Nevertheless, there are two downsides to indicator-based MOEAs in handling MOPs [52]. One is that the computational cost of HV grows exponentially with an increase in the number of objectives [86]. The other is too much selection pressure, which produces inferior performance in terms of distribution on the PF [46] [111]. In such conditions, the HV prefers to choose the knee and border of the PF rather than the points having more diversity [4] [68]. To relieve the computational cost of HV, researchers use the indicator values of estimated HV to improve efficiency. For example, the hypervolume estimation (HypE) algorithm is widely applied in high-dimensional optimization problems by using a Monte Carlo simulation [42]. Recently, methods using several other performance indicators as a substitute have achieved similar results to those using the HV in the evolutionary process. For example, R2 and additive approximation [57] [5].

Decomposition-based approaches divide complex MOPs into a set of single-objective sub-problems through aggregation functions, and then solve them simultaneously in a collaborative manner. The evolution direc-
tion of a sub-problem is guided by specifying a set of well-distributed reference points that maintain the population's diversity [59] [6] [65]. Decomposition-based approaches can be directly applied to the selection mechanism of MOEAs by a single scalar value rather than pareto dominance. Generally, weight vectors and the aggregation function are critical to decomposition-based approaches [40] [67] [58]. Weight vectors affect the distribution of the solutions in the objective space, and guide the evolutionary direction. The aggregation function provides the mechanism to update individuals in the selection strategy. Recently, two types of decomposition-based approaches were classified [64]. The first type divides MOPs into a set of single-objective problems (SOPs). For example, Multiple Single Objective Pareto Sampling(MSOPS) and MOEA based on decomposition (MOEA/D) [52], NSGA-III [33]. The second type of decomposition-based approach divides MOPs into a set of sub-MOPs. For example, a multiobjective evolutionary algorithm using dynamic weight design method (MOEA-D-M2M) [17]. Although decomposition approaches have become popular due to their efficiency [47], they encounter difficulty in handing an irregular PF [7].

Although many decomposition approaches based on adaptation have been proposed to solve MOPs with irregular PFs, it is hard to maintain a balance between convergence and diversity. Motivated by the ideas, we propose a new adaptation reference-point-based optimization algorithm, (ARMA), for solving MOPs. Compared with existing reference-point-based methods, the main contributions of this paper are as follows:

- A hyperplane learning strategy is proposed to adjust the relative position of reference points to deal with MOPs that have a concave or convex PF. The proposed strategy uses a parameter $\phi$ to control the hyperplane shape of the reference points according to the objective value of a whole population so that the distribution of solutions can be improved.

- The new clustering method is designed to balance the niche-preservation operation in multiobjective optimization according to the reference points. We divide a population into a number of niches by value of the proportion and angle, and then select a better solution in the niche. In this method, convergence and diversity are primarily measured by proportion and angles.

The remainder of this paper is organized as follows. Section II reviews related work. The details of the proposed ARMA are described in Section III. Section IV present results and an investigation of multiobjective problems. Further discussion of parameter $\phi$ behavior is given in Section V. Finally, conclusions are drawn in Section VI.

2. RELATED WORK

Reference point-based MOEAs have been proposed in which the quality of the population is measured by a set of reference points. Two phases (constructing a reference set and measuring the quality of the population) are the main methods used in reference-point-based approaches. In NSGA-III [33] [29], the reference points,
Figure 1: Pareto-optimal solutions (red solid dots) specified by different reference points (grey solid dots). (a) Pareto-optimal solutions specified by nine uniformly distributed reference points on a PF with the same range. (b) Pareto-optimal solutions specified by nine uniformly distributed reference points with differently scaled. (c) Pareto-optimal solutions specified by nine adapted reference points in the RVEA algorithm.

using Das and Dennis’s systematic approach [27], are predefined to ensure the population’s diversity. NSGA-III’s selection strategy uses the Pareto dominance relation and decomposition operator to balance convergence and diversity in the evolutionary process. In RVEA [54], a scalarization approach using angles and distances is adopted to measure solutions. In a strength pareto MOEA based on reference direction (SPEA/R) [58], a reference vector-based local fitness assignment scheme preserves the most promising individual in the subregion. Tian et al. [60] adapted the position of the reference point to preserve extreme solutions for better diversity. In indicator-based MOEA (AR-MOEA), an excellent individual from the archive is used to replace the poorly distributed reference point and serves as the reference point to guide the evolutionary search.

Reference-point-based MOEAs maintain the distribution of the population through a clustering strategy using reference points as shown in Fig. 1(a). In general, the diversity of predefined reference points is crucial to the PF. Das and Dennis’s systematic approach, which places points on a \( f_1 + f_2 + \cdots + f_M = 1 \) hyperplane, is adopted in most MOEAs to generate the predefined reference points [5] [56]. However, in Fig. 1(b), it is difficult to generate uniform reference points on differently scaled PF of MOPs, as is the case in the WFG test problems [55] and the scaled DTLZ problems [55] which have various features. Different scale optimization problems cause great difficulties for reference-point-based selection strategies.

There are two methods to address this issue. One is that objective normalization dynamically is introduced as the search proceeds, as in NSGA-III, SPEA/R and \( \theta \)-DEA. The other is to adapt the reference points according to the ranges of the objective values. In RVEA, reference point adaptation is used to deal with the badly-scaled PF in Fig. 1(c). These two methods have obtained better performance on the scale problem.
However, these methods do not achieve a relatively uniform distribution of solutions when coping with a non-planar PF, especially concave and convex PFs. From Fig. 1(c), it can be seen that the individual distributions of areas A and B perform differently. Compared with the A area, solutions in the B area are too sparse. Maintaining the diversity in the peak of the PF is becoming a new challenge for reference point-based MOEAs.

3. PROPOSED ALGORITHM

The basic framework of the proposed ARMA is described in Algorithm 1. At the beginning of ARMA, the population is initialized randomly and the reference points are constructed using Das and Denis’s systematic approach and Two-layer methods. In each iteration, the parent population reproduces its offspring by crossover operation and mutation operation. Then, the parent and offspring are integrated into the double population. Next, in order to handle problems with disparately scaled objectives, the adjustment strategy dynamically adjusts the distribution of reference points according to the obtained solution on the approximated PF. Then the solution in the double population applies proportion \([41]\) and angle to link up with one reference point. The double population is partitioned into \(N\) different subpopulations, where \(N\) is the number of the population. The proportion and angle are described in subsection B. After the clustering operation, the candidate solution with the smallest Fitness values is chosen in the environmental selection. In the following sections, the important procedures of the ARMA are described in detail.

3.1. Adaptive Methods

We are proposing new adaptation methods which comprise two steps to maintain the diversity of reference points. First, the reference points are adjusted for the scale problems and form the approximate shape of the PF by using the parameter \(\phi\). Further performance of parameter \(\phi\) is described in Section V. Second, the relative position of the reference points must be reevaluated by its neighbor.

In the early period, the maximum values of each objective function is obtained to deal with badly-scaled PF in RVEA, but the worst individual in the population severely affects this implementation and fluctuates strongly in the maximum values. Thus, we use small steps to readjust the reference point. The detailed introduction of small step \(S\) and reference point adjustment are in equation (2).

\[
S = \arg\min(Z_j^{max} - Z_j^{max}), 1 < j \leq M, \tag{2}
\]

where \(Z_j^{max}\) denotes the maximum values of \(j\)th objective function; \(M\) is the number of objectives; and \(S\) is the increment in the objective. Therefore, the maximum value of each objective function is readjusted as follows:

\[
Z_j^{max'} = Z_1^{max} + S \times (j - 1), 1 < j \leq M, \tag{3}
\]
Algorithm 1 Framework of ARMA

Input: $N$ (population size)

Output: The approximated Pareto-optimal front

1: $\Lambda := \text{Generate-Reference-Points}()$.
2: $P_0 \leftarrow \text{Initialize-Population}()$.
3: $t \leftarrow 0$.
4: while the termination criterion is not met do
5:   $Q_t := \text{Make-Offspring-Population}(P_t)$.
6:   $R_t := P_t \cup Q_t$.
7:   $\Lambda := \text{Adaptation-Reference-Point}(P_t)$.
8:   Compute the proportion and angle of the population and reference points, respectively.
9:   for each solution $i$ in $R_t$ do
10:      Associate $R_{t,i}$ with reference point according to the proportion and angle.
11:   end for
12:   for each reference point $j \in \Lambda$ do
13:      Calculate $Fitness$ values of solution in $j$th Niching.
14:      Select the solution with smallest $Fitness$ into $P_t$.
15:   end for
16: end while

where modified $Z_{j}^{'max'}$ is the maximum value of $j$th objective function. After that, the relative position of the reference point is adjusted by the vector $Z_t = (Z_1^{'max'}, Z_2^{'max'}, \ldots, Z_m^{'max'})$ for the first time in the following manner:

$$R_{t,i} = R_{0,i} \circ Z_t, 1 < i \leq N,$$

where $R_{t,i}$ denotes the $i$th adapted reference point in the $t$ generation; $R_{0,i}$ denotes the $i$th reference point generated in the initialization stage; $N$ is the number of the reference points, and the $\circ$ operator denotes the Hadamard product, which wisely multiplies two matrices of the same size. In order to make the reference point satisfy the situation that the surface of the PF is curved, as shown in Fig. 2(a), the reference point moves $\phi$ length of the distance between the reference point and the nearest individual in its niche along the direction of the origin and the current reference point.

$$R_{t,i} = R_{t,i}(\frac{||R_{t,i}|| + \phi D}{||R_{t,i}||}),$$

where $D$ is the distance between the reference point $R_{t,i}$ and the individual in $R_{t,i}$ niche. The hyperplane that the modified reference points make up is pretty similar to the shape of the PF. However, the distribution of the reference points on the hyperplane is not as evenly even as before the modification process in Eq (5). The second modification process is therefore required to make the reference points distribute evenly on the
Figure 2: Adaptation reference points according to the solutions obtained. (a) nine reference points move to PF. (b) adjusting the reference points according to their \( m \) neighbor. (c) Pareto-optimal solutions specified by nine adapted reference points.

The detailed adjustment process of the reference points is as follows. First, for each reference point, the \( m \) neighbor is selected with maximum distance from the \( 2m \) neighbor, where the \( 2m \) nearest neighbor reference points along positive and negative directions of the coordinate axis are found. Then, the average values of all points’ Euclidean distances from the points to their \( m \) neighbors in \( m \) directions are calculated. If there are not any reference points in the positive direction for some reference points, take the boundary points for example, a value of average is assigned. Lastly, two reference points \( A \) and \( B \) with the largest distance in the \( m \)th objective are selected. In order to make their distance reach the average, \( A \) is adjusted to move \( B \), and \( A \) and \( B \) are marked, where \( B \) must meet the following conditions:

- condition 1: \( B \) has a value of 0 in the \( m \)th objective (boundary point).
- condition 2: \( B \) is marked.
- condition 3: if conditions 1 and 2 are not satisfied, \( B \) is randomly selected from \( A \) and \( B \).

This way, each reference point has the same approximate distance from its neighbors, thus having uniform distribution. The detailed procedure is introduced in Algorithm 2.

It is worth emphasizing that the proposed adaptation method is different from other reference-point-based evolutionary algorithms, such as indicator-based MOEA (AR-MOEA). Compared with AR-MOEA, the proposed adaptation method adjusts reference points to form an approximated PF in this paper. In addition, the relative positions of the reference points are reevaluated by their neighbors. However, the goal of AR-MOEA is to preserve the extreme solutions for better diversity in the adjusting approach.
Algorithm 2 Reference Adaptive

**Input:** \( t \) (generation index), \( P_t \) (population \( P_t \)) \( \Lambda \) (unit reference point);

**Output:** adaptive reference point \( \Lambda' \) for current generation;

1: Calculate the minimum \( S \) and maximal values \( Z_{i_{\text{max}}} \) by Eq.(1);

2: for \( i = 2 \) to \( N \) do

3: \[ Z_{i_{\text{max}}} = Z_{i_{\text{max}}} + (i - 1) \cdot S \]

4: end for

5: for \( i = 2 \) to \( N \) do

6: \[ R_{i_{\text{max}}} = R_i \odot Z_{i_{\text{max}}} \]

7: end for

8: for \( i = 1 \) to \( N \) do

9: \[ R_{i_{\text{max}}} = R_i \odot (| ||R_i|| + \phi D | ||R_i||) \]

10: end for

11: Find the average \( \text{avg} \) from all the points to their \( m \) neighbors.

12: Find the individual \( p \) which has the bigger Euclidean distance from its neighbor.

13: Queue \( s \leftarrow p \).

14: **while** \( s \) is not empty **do**

15: \( p := s \) dequeue.

16: Adjust \( p \)'s Euclidean distance from its neighbor according to the \( \text{avg} \).

17: \( s \leftarrow p \)'s neighbor.

18: **end while**
3.2. Selection Strategy

There are many ways to divide the entire population into \( N \) subpopulations according to the reference points. In NSGA-III, the perpendicular distance between each solution and reference point is presented. In RVEA, the angle between the solution and reference point is used to complete the clustering operation. Compared with the aforementioned approaches, the ARMA partitions the population into \( N \) subpopulations using the approximation of proportion and angles, and the selection strategy is implemented separately in each subpopulation. The proportion and angles method can effectively avoid the impact of non-normalization and form a mapping relationship between reference points and the individual to complete the partition in the objective space. Thus, this method does not focus on a solution that is closed to the reference point but emphasizes the center of the population. In the proposed ARMA, the environment environmental selection operation comprises two steps: calculating the proportion and angle, and selecting an elite individual inside the subpopulations.

3.2.1. Calculating the proportion and angle

The center of population, or reference sets, denoted as \( C_P \) or \( C_R \), could be estimated by the objective value of each individual or reference point. The proportion of \( i \)-th reference point, denoted as \( PR_i \), can be calculated as

\[
PR_i = \frac{D_i}{\max(D_1, D_2, \ldots, D_N)},
\]

where \( i \) is the \( i \)-th reference point, and \( D_i \) is the perpendicular distance from the reference point \( i \)-th to the center vector \( CR \) from the origin to center as shown in Fig. 3(a). The proportion of an individual \( P_i \), denoted
as $PS_i$ can be calculated using the same methods.

The angle between vector $\overrightarrow{r_i - CR}$ and vector $\overrightarrow{f - CP}$ can distinguish the relationship whether they have the same direction or not. $f$ is an individual in the population. The $\overrightarrow{r_i - CR}$ and the $\overrightarrow{f - CP}$ can be considered as the same direction vector if they have the smallest angle. Given two vectors, a large cosine value means a smaller angle. The cosine value can be calculated as

$$\cos \theta_{i,j} = \frac{\overrightarrow{f_j - CP} \cdot \overrightarrow{r_i - CR}}{||\overrightarrow{f_j - CP}|| \cdot ||\overrightarrow{r_i - CR}||},$$

(7)

where $\theta_{i,j}$ is the angle between the $\overrightarrow{r_i - CR}$ and the $\overrightarrow{f - CP}$.

3.2.2. Selecting an elite individual inside the niche

Population $P_t$ is divided into $N$ niches according to the proportion value and angle. Individual $f$ is allocated to a reference point $r$ if the angle and difference of proportion $|PS_f - PR_r|$ between individual $f$ and reference point $r$ is minimal. $PS_f$ and $PR_r$ is the proportion of $f$ and $r$, respectively. In other words, individual $f$ and reference point $r$, which have the smallest angle and proportion difference, are linked together.

After partitioning the population, it becomes important to select individuals from the subpopulation. Most current algorithms based on reference vectors use the distance or angle between the individual and the reference vector to select candidate individuals. In this paper, we propose an approach as

$$Fitness_{f,r} = Distance_{f,r} + Angle_{f,r} + |PS_f - PR_r|,$$

(8)

where $Distance$ ($Angle$) is the Euclidean distance (angle) between the individual and reference point in the niche, respectively. $PS_f$ and $PR_r$ are the proportion of individual $f$ and reference point $r$.

The $Fitness$ function is designed to meet the convergence and diversity criteria. In the early stage of the $Fitness$ function, providing strong convergence pressure makes the population quickly converge to the PF during the evolutionary process. $Distance_{f,r}$ plays a decisive role in the convergence so that the whole population can converge to the PF quickly. At a later stage, the mechanism of $Angle_{f,r} + |PS_f - PR_r|$ becomes more crucial than the convergence and provides a uniformly distributed solution set for decision makers. This means that the diversity criterion strongly affects the value of $Fitness$ and plays a decisive role.

In addition, although the solution sets are not evenly distributed in the early stage, the population is divided into $N$ niches in the early evolutionary process, which roughly guaranteed the distribution. The balance of convergence and diversity can be maintained by selecting the elite individuals based on the smaller $Fitness$ value in each niche.

3.3. Computational complexity of the ARMA

In order to analyze the computational complexity of the ARMA, we only consider the main steps and processes in one generation in Algorithm 1. The computational complexity of ARMA is composed of two
Algorithm 3 Selection Strategy

Input: $P_t$ (population), $\Lambda$ (unit reference point);
Output: Population $P_{t+1}$ for next generation;

1: /*The perpendicular specific value of the Population and reference point*/
2: Calculate the proportion value $PR$ and $PS$; refer to (5).
3: /*Population Partition*/
4: for $i=1$ to $|P_t|$ do
5: for $j=1$ to $|\Lambda|$ do
6: Calculate the angle $\cos\theta_{i,j}$ between $(P_{t,i} - C_p)$ and $(R_j - C_r)$ by Eq.(6)
7: end for
8: end for
9: for $i = 1$ to $|P_t|$ do
10: Individual link to the reference point according the proportion and angle;
11: end for
12: /*Elitism Selection*/
13: for $j = 1$ to $N$ do
14: Selecting the elite solution with smallest $Fitness$ from niche by Eq.(7).
15: end for

parts: reference-point adaptation and environmental selection.

In Algorithm 2, the computational complexity of the reference points' adaptation is $O(MN^2)$ when all the reference points need to be adjusted; $N$ is the number of solutions, and $M$ is the number of the problem's objectives. In addition, environmental selection consists of partitioning the population and the elite selection. In population partition, the proportion and angle calculations take $O(2MN)$ and $O(MN^2)$ in the worst case, respectively. Finally, the calculation of $Fitness$ and elite selection just spends $O(2N)$ in a niche in the worst scenario.

Therefore, the worst case average computational complexity of ARMA within one generation is $O(MN^2)$, which is as efficient as RVEA and NSGA-III.

4. Comparative Studies

4.1. Performance Metrics

In order to test the performance of the algorithm in the experiment, we used the well-known indicators IGD [21] and HV [13]. The details of IGD and HV are introduced next.
4.1.1. Inverted Generational Distance

Inverted generational distance (IGD) can test the population obtained by the MOEA convergence information and distribution information simultaneously. Let \( A \) be a set of solutions uniformly sampled from the true PF, and \( P^* \) be the approximated solutions in the objective space. The IGD calculated as follows:

\[
IGD(A, P^*) = \frac{1}{|P^*|} \sqrt{\sum_{j=1}^{|P^*|} d_i^2},
\]

where \( d_i(\tilde{d}_i) \) is the Euclidean distance between the \( i \)-th member in set \( A \) and its nearest member in set \( P^* \).

4.1.2. Hypervolume

The HV metric is used to measure the volume of the objective space. In general, HV can measure both the convergence and diversity of a solution set in the last generation. Let \( P^* \) be a set of approximated solutions in the objective space, and \( r = (r_1, r_2, \ldots, r_m)^T \) be a reference point which is dominated by all individuals in set \( P^* \). The HV is calculated as follows:

\[
HV(P^*, r) = \text{volume} \left( \bigcup_{f \in P^*} [f_1, r_1] \times \ldots \times [f_m, r_m] \right),
\]

In addition, we calculated HV exactly using the recently proposed WFG algorithm \cite{42} for problems with no more than 8 objectives. The Monte Carlo simulation proposed in \cite{32} was adopted to approximate the HV for problems having 12 objectives, and 10,000,000 sampling points were used to ensure accuracy.

4.2. Experimental Settings

4.2.1. Reproduction Parameters

For the comparison in the experiment, all simulated binary crossover and polynomial variations in the algorithms’ settings were the same. The crossover probability and its distribution index were \( p_c = 1.0 \) and \( \eta_c = 20 \). Similarly, the polynomial mutation probability and distribution were set to \( p_m = 1/n \) and \( \eta_m = 20 \), respectively.

4.2.2. Population Size

The population size in 2-, 3-, 5-, 8- and 12-objects was set to 100, 105, 126, 120, 110, respectively.

4.2.3. Termination Condition

The termination condition is set according to the maximum generation. The maximum number of generations was set to 500 for ZDT suites problem, and for the DTLZ and WFG suites problems, the maximum generation was 1000. In addition, each algorithm ran independently 30 times for each problem.
4.3. Performance on Multiobjective Optimization problems

4.3.1. Test Problems and Other Algorithms in Comparison

In order to study the performance of the ARMA algorithm on multiobjective problems, the test problems ZDT1, ZDT3 and ZDT6 were selected from the ZDT suites \(^\text{[15]}\). The ZDT multiobjective problems contain two objectives and all scaled decision variables. They were used to test the ability of MOEAs on the two objectives. ZDT1 has a convex PF with different partial constraints. ZDT3 is a non-continuous, convex PF test problem and poses a great challenge to the MOEAs.

The ARMA algorithm is a reference-point-based decomposition algorithm instead of being reference-vector-based, so we chose MOEA/DD \(^\text{[37]}\) and MOEA/D as contrasting algorithms for the multiobjective problems. MOEA/D is representative of the decomposition algorithm, and it has advantages in multiobjective algorithms. MOEA/DD exploits the merits of both dominance- and decomposition-based approaches to balance the convergence and diversity of the evolutionary process.

<table>
<thead>
<tr>
<th>Prob.</th>
<th>IGD</th>
<th>HV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ARMA</td>
<td>MOEA/D-PBI</td>
</tr>
<tr>
<td>ZDT1</td>
<td>3.6444E-3(0.000022)</td>
<td>4.3361E-3(0.009302)</td>
</tr>
<tr>
<td>ZDT2</td>
<td>3.6583E-3(0.000004)</td>
<td>4.4443E-3(0.027939)</td>
</tr>
<tr>
<td>ZDT3</td>
<td>1.4661E-1(0.000126)</td>
<td>1.9661E-2(0.011933)</td>
</tr>
<tr>
<td>ZDT4</td>
<td>3.8000E-3(0.000194)</td>
<td>4.5407E-3(0.001969)</td>
</tr>
<tr>
<td>ZDT6</td>
<td>4.2466E-2(0.000041)</td>
<td>4.5755E-2(0.001211)</td>
</tr>
</tbody>
</table>

\(\dagger\) and \(\ddagger\) indicate ARMA performs significantly better than and equivalently to the corresponding algorithm, respectively.

4.3.2. Results on Multiobjective Optimization Problems

The mean and standard deviation values of IGD and HV of the current population were used to evaluate the ARMA, MOEA/DD, and MOEA/D-PBI, where the best value for each problem is marked in grey background. In addition, in order to accurately analyze the statistical results, the Wilcoxon rank-sum test was carried out to indicate the significance between different results at the 0.05 significance level in multiple comparisons \(^\text{[18]}\).

In the ZDT test suite, ZDT3 is the only disconnected problem. Table I shows that the ARMA performs, in terms of the number of the function evaluations, significantly better than MOEA/DD and MOEA/D-PBI on most of the test problems. Compared with MOEA/DD, the ARMA is better according to HV value with the exception of the ZDT3 and ZDT6 problems. In addition, the ARMA competes well with MOEA/D-PBI and MOEA/DD on problem ZDT3. It is due to the distribution of reference vectors in the ARMA that increases the probability of selecting solutions in sparse regions.

In Fig. 4, approximated solutions over 30 independent runs are given with an intuitive understanding of the performance of the algorithm. All three algorithms could approximate the PF for three problems, but they
Figure 4: Approximated solutions for ZDT test problems, Left column: MOEA/D, middle column: MOEA/DD; and right column: ARMA

performed differently in terms of convergence and diversity. First, for convergence analysis, the ARMA could approximate all the PF for the ZDT problems, which is significantly better than MOEA/DD and MOEA/D-PBI. MOEA/DD could approximate the PF at ZDT1 and ZDT3, but the MOEA/DD produces many dominant resistance solutions on the ZDT6 problem. MOEA/D-PBI had some non-convergence solutions although it
could approximate to the PF. Secondly, for the diversity analysis, it can be clearly seen from Fig. 4 that the ARMA was better than MOEA/D-PBI and MOEA/DD on the test problems with sharp shapes. This is mainly due to the adaptation strategy of the ARMA on the PF.

4.3.3. Comparison of Evolution Behavior With MOEA/DD

Previous experiments have shown that the performance of the ARMA is more competitive among three algorithms, but the differences are not easy to observe even though they have the same reference-vector (point)-based framework. In order to verify whether there are differences in the evolutionary process, we represented the 50-generation, 200-generation, and 300-generation approximate PF, which were selected by the ARMA and MOEA/DD in the ZDT4 and ZDT6 test problems in Fig. 5. As can be seen from the figure, the convergence and the distribution of the ARMA were significantly better than MOEA/DD in the evolutionary process. This shows that the proportions and distances used in the PPM function of the ARMA to select elite individuals has obvious advantages.

The experiment on the ZDT test suite shows that the ARMA performs significantly better than MOEA/DD and MOEA/D-PBI on most of the test problems. The ARMA exhibits strong competitiveness in multiobjective problems, especially convex functions.
4.4. Performance on Many-objective Optimization problems

In order to illustrate the performance of the ARMA on many-objective problems, a comparison of the ARMA with five state-of-the-art algorithms is given.

4.4.1. Test Problems

As a basis for the comparisons, the experimental problems are the two well-known many-objective suites, Deb-Thiele-Laumanns-Zitzler (DTLZ) \[35\] and Walking Fish Group (WFG) \[55\]. These test problems have various features, such as having a linear, multi-modal, concave, discontinuous, or degenerate PF \[46\]. In Table II, we give a detailed classification of the features of the many-objective test problems. In addition, we use the convex function CDTLZ2 \[11\], which is a modification of the DTLZ2 problem in the experiment. For DTLZ1-6 and CDTLZ2 problems, the number of decision variables was set to \(n=m+k-1\). In particular, DTLZ1 was set to \(k=5\), for DTLZ2-6 and CDTLZ2, to \(k=10\). In addition, the number of objectives was 2, 3, 5, 8, 10 and 12.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTLZ1</td>
<td>Linear, Multi-modal</td>
</tr>
<tr>
<td>DTLZ2</td>
<td>Concave</td>
</tr>
<tr>
<td>DTLZ3</td>
<td>Concave, Multi-modal</td>
</tr>
<tr>
<td>DTLZ4</td>
<td>Concave, Biased</td>
</tr>
<tr>
<td>DTLZ5</td>
<td>Concave, Degenerate</td>
</tr>
<tr>
<td>DTLZ6</td>
<td>Concave, Degenerate, Biased</td>
</tr>
<tr>
<td>CDTLZ2</td>
<td>Nonconcave</td>
</tr>
<tr>
<td>WFG1</td>
<td>Mixed, Biased</td>
</tr>
<tr>
<td>WFG2</td>
<td>Convex, Discontinuous, Nonseparable</td>
</tr>
<tr>
<td>WFG3</td>
<td>Linear, Degenerate, Nonseparable</td>
</tr>
<tr>
<td>WFG4</td>
<td>Concave, Multi-modal</td>
</tr>
<tr>
<td>WFG5</td>
<td>Concave, Deceptive</td>
</tr>
<tr>
<td>WFG6</td>
<td>Concave, Nonseparable</td>
</tr>
<tr>
<td>WFG7</td>
<td>Concave, Biased</td>
</tr>
<tr>
<td>WFG8</td>
<td>Concave, Noseparable, Biased</td>
</tr>
<tr>
<td>WFG9</td>
<td>Concave, Noseparable, Deceptive, Biased</td>
</tr>
</tbody>
</table>

Table 2: FEATURES OF THE TEST PROBLEMS
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4.4.2. Other Algorithms in Comparison

In the comparison experiment of the ARMA, we chose the latest, promising MOEAs as a basis comparison. Therefore, five algorithms, RVEA [54], SPEA2+SDE [47], NSGA-III [33], MOEA/D [52], and HypE [32], represent different types of heuristics, respectively. The five state-of-the-art algorithms were considered to be the peer algorithms, and a brief description of each algorithm is given next.

- **RVEA [54]**: The angle-penalized distance (APD) function is formed by the angle and the distance to balance the population convergence and diversity in high-dimensional space. In addition, reference vectors were dynamically adjusted by using the maximum value of the population in each objective, so it could cope with the scale of the multiobjective problem.

- **SPEA2+SDE [47]**: SDE is a well known dominance-based algorithm. It uses a density-based estimation method that considers both the convergence and distribution information of individuals to provide strong selection pressure in high-dimensional space. SPEA2+SDE also have good performance of convergence and distribution under the conditions when the MOP's PF is irregular.

- **NSGA-III [33]**: NSGA-III is an improved version of NSGA-II. NSGA-III can not only solve non-dominant disadvantage in high-dimensional space, but also greatly improves the distribution of the population in the algorithm. The NSGA-III uses a reference vector to generate niches so as to associate and select elite individuals. This is the main reason for comparison to the ARMA test.

- **MOEA/D [52]**: The MOEA/D algorithm is the representation of decomposition-based algorithms and has greater competitiveness in MOEAs. The penalty-based boundary intersection (PBI) is the most promising aggregate function because it can provide a balance between convergence and the distribution maintenance mechanism during the process of environmental selection.

- **HypE [32]**: HypE is a new hypervolume-based evolutionary algorithm for many-objective optimization, which uses HV indicators as criteria to choose elite individuals during environmental selection. In HypE, the non-dominated solutions are compared according to their hypervolume-based fitness values.

4.4.3. Experimental Results and Analysis

The HV results (mean and standard) are given in Table III for the six algorithms on all six MOPs categories, convex, concave, linear, discontinuous, degenerate, and mixed, respectively. The better mean is highlighted in grey background on each test instance. A detailed analysis is shown for each category for a number of test problems.

- **Convex Pareto Front**

  We chose CDTLZ2 as a test MOP for the convex. As can be seen in Table III, the ARMA algorithm shows a clear superiority over the other algorithms on these problems.
Table 3: MEAN AND STANDARD DEVIATION HV VALUES OBTAINED BY SIX ALGORITHMS FOR DTLZ and WFG PROBLEMS ON 2, 3, 5, 8 AND 12 OBJECTIVES.

<table>
<thead>
<tr>
<th>Property</th>
<th>Problem</th>
<th>M</th>
<th>HypE</th>
<th>SPEA2</th>
<th>SDE</th>
<th>MOEA/D-PBI</th>
<th>SPEA2+SDE</th>
<th>RVEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Converse</td>
<td>DTLZ2</td>
<td>3</td>
<td>8.0479E+0(4.69e-2)</td>
<td>8.0579E+0(4.69e-2)</td>
<td>8.1159E+0(4.69e-2)</td>
<td>8.9370E+0(4.69e-2)</td>
<td>9.9066E+0(4.69e-2)</td>
<td>6.7712E+0(4.69e-2)</td>
</tr>
<tr>
<td>DTLZ4</td>
<td>8.0479E+0(4.69e-2)</td>
<td>8.0579E+0(4.69e-2)</td>
<td>8.1159E+0(4.69e-2)</td>
<td>8.9370E+0(4.69e-2)</td>
<td>9.9066E+0(4.69e-2)</td>
<td>6.7712E+0(4.69e-2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTLZ6</td>
<td>8.0479E+0(4.69e-2)</td>
<td>8.0579E+0(4.69e-2)</td>
<td>8.1159E+0(4.69e-2)</td>
<td>8.9370E+0(4.69e-2)</td>
<td>9.9066E+0(4.69e-2)</td>
<td>6.7712E+0(4.69e-2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTLZ7</td>
<td>8.0479E+0(4.69e-2)</td>
<td>8.0579E+0(4.69e-2)</td>
<td>8.1159E+0(4.69e-2)</td>
<td>8.9370E+0(4.69e-2)</td>
<td>9.9066E+0(4.69e-2)</td>
<td>6.7712E+0(4.69e-2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

† indicates ARMA performs significantly better than and equivalently to the corresponding algorithm, respectively.

The 3-dimensional figure is given for the diversity of convex problem DTLZ2. We can see that the ARMA algorithm achieved the best performance on the DTLZ2 instances from Fig. 6. The ARMA had the best solution in the boundary of the PF. However, MOEA/D-PBI, SPEA2+SDE, NSGA-III, and RVEA had very poor performance in this situation, although their overall distribution was better than HypE. To describe the distribution of obtained solutions in the high-dimensional objective space, we used 12-
objective CDTLZ2 instance as an illustration. Fig. 7 plots the final solutions of six algorithms. It can be clearly seen that the ARMA found the best convergence of the PF, whereas HypE and MOEAD-PBI could only be partially solved.

- **Concave Pareto Front**

In this category, we chose nine test problems, WFG4-9, DTLZ2-4, to measure the performance of the algorithms. It can be seen in Table III in the 2-, 3-, 5-, 8- and 12-objectives experiments and Fig. 8 that the ARMA almost won all the comparison algorithms according to the HV metric in 24 out of 45 examples. However, NSGA-III was better than the ARMA on the 2 objectives of WFG7, but the difference was small. We analyzed this result and found that the distance between the reference point at the boundary and its neighbor is slightly larger than average.

- **Linear Pareto Front**

![Figure 6: Obtained solutions by HypE, SPEA2+SDE, NSGA-III, MOEA/D-PBI, RVEA and ARMA for the convex Pareto-optimal problem CDTLZ2 on 3-objectives.](image)

The WFG3 and DTLZ1 are linear problems. According to Table III, all compared algorithms maintained a good distribution and convergence on the DTLZ1 problem. Despite that, the ARMA had more advantages than RVEA, MOEA/D-PBI and NSGA-III on all objectives. However, the ARMA lost its advantage on WFG3 except on 3 targets. The other algorithms, NSGA-III, PBI and HypE, to a certain tried to a better HV metric for the 2-, and 5-objectives WFG3 problem.

- **Discontinuous Pareto Front**
The WFG2 is a non-continuous, convex PF test problems. As can be clearly observed, the HV values in the table obtained by the ARMA and RVEA were better overall than NSGA-III and MOEA/D-PBI, although they were not competitive with SPEA2+SDE. Indeed, HypE performed best in 5-objectives instances.

- **Degenerate Pareto Front**

  The DTLZ5 and DTLZ6 are designed to measure the convergence ability of MOEA to a curved PF. In fact, the ARMA, like other pre-defined reference point algorithms, cannot fully satisfy degenerate problems. One major reason behind the failure can be attributed to the sharp PF of MOPs. Compared to the MOEA reference-based, nonreference-based MOEA, SPEA2+SDE is more suitable for this category in the experiment. As can be seen in Table III, SPEA2+SDE showed a clearer advantage than reference-based MOEA in 2-, 3- and 5-objective DTLZ5 instances. Although the MOEA/D-PBI performed better than SDE and HypE, SDE and HypE were the most competitive overall in DTLZ5 and DTLZ6 problems.

- **Mixed Pareto Front**

  The WFG1 is a mixed, biased test problem, which poses a huge challenge to MOEA in maintaining diversity. According to the HV from the Table III, SDE performs better than other algorithms. Although the ARMA is only slightly superior to RVEA and HypE, it performed significantly better than NSGA-III and MOEA/D-PBI.
To summarize, the ARMA generally outperformed HypE, SPEA2+SDE, NSGA-III, MOEA/D-PBI, and RVEA in terms of convex and concave problems. The ARMA had a better HV value in 30 out of the 50 test instances for the two categories. Unfortunately, the reference point-based ARMA, RVEA, MOEA/D and NSGA-III also failed to maintain their better performance in the discontinuous, degenerate and mixed categories.

5. Discussion

One important issue in the reference point adaptation process of the ARMA framework is the setting of parameter $\phi$. The $\phi$ argument directly uses the Euclidean distance to control the convex (or concave) degree of the reference point hyperplane. A large $\phi$ will result in a large degree of convex PF (or concave PF). Therefore, it is critical for the ARMA to set a suitable $\phi$ value in the reference point adaptation process.

In order to verify the influence of different values of $\phi$ in the ARMA, we conducted experiments to analyze its performance on different classifications of $\phi$. To observe the pure effect of $\phi$, other conditions in the algorithm were set the same. The $\phi$ is between 0-1, and we chose $\phi = 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95$ and 1. DTLZ2 was selected as the test problem for $\phi$ with varying number of objectives, and HV metric was normalized to 0-10 for display in Fig. 9.
Fig. 9 presents the performance of the ARMA with various parameter $\phi$ on DTLZ2 problems in terms of average IGD and average HV. As can be seen from Fig. 9, setting $\phi$ to 0.6-0.9 leads to the worst performance according to the IGD metric. The ARMA’s better performance was obtained with setting $\phi$ to 0.9-1, and $\phi=0.95$ was the best parameter having the best overall performance among the experiments. According to this method, the IGD indicator will become better gradually with an increase of the $\phi$ value. This phenomenon indicates that there may be better performance when the reference points have similar PF characteristics. The performance of the ARMA on most of the problem instances is robust as $\phi > 0.9$.

6. CONCLUSION

In this paper, an alternative has been proposed based on the decomposition-based strategy, termed ARMA, to deal with MOPs with various properties. In the ARMA, a reference point adjustment strategy is used to improve the balance between the convergence and diversity of the solutions during the evolutionary process. The adjustment strategy adjusts the relative position of the reference point based on its neighbor solutions at each generation. Additionally, a new Fitness function maintains the elite individual in the environmental selection by using proportion and angle. The empirical results demonstrate that the proposed ARMA outperforms five representative MOEAs on problems with six various complex characteristics. The results indicate the ARMA applied to the concave and convex problems is more effective than its competitor.

Although the ARMA performed well in the test instances considered in this paper, it also needs to be examined on intermittent and degenerative problems. The reference-point-based algorithm is still in its infancy, and it has several problems that need to be solved. Therefore, these will be addressed in future
work.
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